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A B S T R A C T   

Based on uniformity measurements of large-area reference sources used in calibration procedures of surface 
contamination monitors, an investigation was carried out to obtain a method that estimates the bias originated 
from surface source intensity distribution deviation from the ideal uniform distribution and corrects it. It relies 
on correcting the estimated instrument efficiency by applying correction factors driven from the uniformity 
distribution profiles of the sources used in calibration procedure. Simulations of the monitor calibration pro
cedure are run for 2 distinct surface source distributions: the real and the ideally uniform distributions. 
Correction factors are driven from counting rate estimates obtained from each source representation. In order to 
evaluate adequacy of this proposition it was validated against a method proposed by the NPL in the Good 
Practices Guide No.14.   

1. Introduction 

ISO 7503-3:2016 (ISO, 2016), one of the main documents for the 
calibration of surface contamination monitors states that radiation 
monitors should have their responses tested satisfactorily for each spe
cific type of ionization radiation (alpha, beta and photon). ISO 
8769:2016 (ISO, 2016), in its turn, specifies the main characteristics of 
the large-area reference sources (LARS) that should be used in the 
operational tests and in the calibration of surface contamination moni
tors. This document recommends that these sources should be traced by 
national or international measurement standards, be flat and have a 
uniformity value greater than 90%. Source uniformity has deserved 
some attention for some time as can be observed by recommendations 
addressed by ISO 8769:2016. It not only recommends the surface 
emission mapping as one of the inherent information of new LARS but 
also suggests the experimental mapping procedure to evaluate source 
uniformity. This marked concern on setting these procedures might be 
explained by the fact that instrument calibration methodology relies on 
the 100% uniformity value of the LARS. Any deviation from uniformity 
shall therefore impose a bias on the instrument efficiency estimates. 
However producing a uniform LARS is practically unfeasible in a thor
ough way. Besides, there are studies in the literature that report differ
ences between the uniformity values of the LARS used in the calibration 

of surface contamination monitors (Vivolo and Potiens, 2010; Silva 
Junior et al., 2014; Ohshiro et al., 2016) and the requirements of ISO 
8769:2016. This work presents a methodology to estimate the bias on 
the evaluation of the instrument efficiency brought about by source 
non-uniformity and also provides a correction factor that may be used to 
remove this bias. Instrument efficiency is evaluated by simulating the 
instrument calibration set up under two different surface source in
tensity distributions: the ideal uniform distribution and the actual sur
face source distribution. Correction factors are driven from the 
instrument counting efficiency simulated results. The use of correction 
factors to deal with the uniformity, or the absence of ideal uniformity, is 
not a novelty by itself, as it has already been proposed before by NPL in 
the Good Practices Guide No. 14 (Lee et al., 2014). This work presents an 
alternative calculation methodology, based on the Monte Carlo code, 
MCNP5 (X-5 Monte Carlo Team,i, 2003), which provides correction 
factors to be incorporated in the instrument calibration procedures using 
large-area reference sources, enabling more accurate instrument effi
ciency evaluation. A comparison between both methodologies shows a 
good agreement between the retrieved results. This comparison is pre
sented along this work. 

* Corresponding author. Instituto de Pesquisas Energ�eticas e Nucleares, S~ao Paulo, SP, CEP:05508-000, Brazil. 
E-mail address: iremarjr@alumni.usp.br (I.A. Silva).  

Contents lists available at ScienceDirect 

Applied Radiation and Isotopes 

journal homepage: http://www.elsevier.com/locate/apradiso 

https://doi.org/10.1016/j.apradiso.2020.109082 
Received 7 October 2019; Received in revised form 11 February 2020; Accepted 12 February 2020   

mailto:iremarjr@alumni.usp.br
www.sciencedirect.com/science/journal/09698043
https://http://www.elsevier.com/locate/apradiso
https://doi.org/10.1016/j.apradiso.2020.109082
https://doi.org/10.1016/j.apradiso.2020.109082
https://doi.org/10.1016/j.apradiso.2020.109082
http://crossmark.crossref.org/dialog/?doi=10.1016/j.apradiso.2020.109082&domain=pdf


Applied Radiation and Isotopes 160 (2020) 109082

2

2. Materials and methods 

Measurements were done by using 10.0 cm � 15.0 cm, 14C, 99Tc, 36Cl 
and 90Sr, large-area reference sources at the Instrument Calibration 
Laboratory in the Institute of Energy and Nuclear Research (LCI-IPEN). 
These large-area reference sources were produced by Amershan, and 
their certified data, from the DKD (DeutscherKalibrierdienst) are shown in 
Table 1. It includes the radionuclide emitter, its identification number 
and its corrected beta surface emission rate (Rc) to the time when the 
experiments were run. Measurements were performed using a Thermo 
radiation monitor model FH 40 GX and a pancake type probe model FHZ 
732 GM, which has a sensitive area of 15.5 cm2 , as recommended by the 
Good Practice Guide No.14. 

2.1. Source intensity distribution mapping 

The uniformity mapping procedure of the large-area reference 
sources consisted in dividing each of the sources into 24 independent 
regions (cells), each cell measuring 2.5 cm � 2.5 cm (6.25 cm2). These 
cells were distributed along an array of four rows and six columns. To 
carry out the measurement of the activity fraction for each of these cells, 
counting rate measurements were performed using a 0.2 cm thick 
aluminum mask, with a central square aperture with the same di
mensions of each cell. This mask was positioned over the large-area 
reference source, restricting the passage of radiation from one cell at a 
time, shielding the probe from the emissions of the other 23 cells. To 
assist in this procedure 24 paper templates with the same size of the 
source were made. Each of these templates contains specific mold cor
responding to each cell of the source to be measured according to its size. 
Adjusting the aluminum mask over the mold of the template facilitated 
the correct positioning of the aluminum mask. Then, the pancake probe 
was positioned over the aperture in the mask in order to limit the 
counting rate measurement contribution mostly to radiation emerging 
from the selected cell. This procedure was repeated for each cell of the 
source using the specific paper template. 

2.2. Calibration system 

The monitor calibration set up used consists of an aluminum support, 
with a central circular aperture, which holds the monitor probe under 
calibration and places it exactly over the center of the large-area refer
ence source with a distance of 3 mm between them (Fig. 1). 

The calibration procedure consisted on ten counting rate measure
ments. The instrument efficiency (ε) was calculated by the ratio of the 
observed net counting rate (ρc), i.e., the total minus background 
counting rates, and the source emission rate below the probe area (SER) 
as shown in equation (1). 

ε¼ ρc

SER
(1) 

SER, was obtained from the data provided by the source calibration 
certificate and the probe size, according to equation (2). 

SER¼
�

Rc

Sc
� Sp

�

(2)  

Rc is the large-area reference source surface emission rate corrected for 
the day of calibration procedure; Sc is the active area of the large-area 
reference source; and Sp is the sensitive area of the probe. 

2.3. Monte Carlo simulation 

MCNP5 is a Monte Carlo based radiation transport code that can 
simulate coupled photon and electron transport for general configura
tion system and purposes. It was chosen as a calculation tool not only for 
the available simulation resources, but also for being a widely validated 
radiation transport code and corroborated in the evaluation of param
eters of the most different systems, particularly in the assessment of 
detection efficiency of most diverse detectors and in the representation 
of different radiation sources (R�odenas et al., 2005; Farsoni and Hamby, 
2005; Choi et al., 2016; Gruji�c et al., 2013). 

Fig. 2 shows the schematic cross section view of the calibration 
system modeling used in the MCNP5 simulations. It consists of a cylin
drical radiation probe, made of a stainless steel structure (1) embracing 
the cylindrical active gaseous volume (2). A thin mica sheet, protected 
by a reticular stainless steel grid, makes up the radiation entrance 
window. The probe was placed on the probe support (3) at the center of 
its circular aperture in such a way to preserve the cylindrical symmetry. 
The large-area reference source (4) was represented by an aluminum 
board placed under the probe support and centered along the symmetry 
axis. The whole setup was immersed in air (5). The self-absorption and 
backscattering were considered by taking into account the particle 
interaction with the aluminum board and with air around the set. 

Beta emission energy spectra were obtained from RADAR (RADAR) 
and the 90Sr þ 90Y spectrum was obtained by a combination of the 
spectrum of each element. 

Table 1 
Large-area reference source certified data.  

Nuclide Source Source Number Rc (β:s� 1)  

14C  FG498 405 �10  
99Tc  FG773 572 �15  
36Cl  FI215 643 �16  
90Sr  FG499 849 �22   

Fig. 1. Experimental calibration set-up.  

Fig. 2. Simulated arrangement cross section geometry.  
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2.4. Validation 

Validation experiments were performed in order to get confidence on 
the simulation results and on their use through the work. The experi
ments consisted on recording the probe counting rate for a series of 
source-detector distances. Source-detector setup distance was changed 
from 0 to 15 mm at 1 mm steps for each one of the four large-area 
reference source used. Simulations were run for each of the experi
mental arrangement using the measured source distribution intensity 
distribution (non-uniform). Fig. 3 shows the experimental and simulated 
counting rate results. Simulated values are represented by circles joined 
by lines that stand as visual guides. Experimental values are represented 
by signs and a � one standard deviation bar. Uncertainties on the beta 
surface emission rates (2.5% for one standard deviation confidence 
level) have not been propagated to the simulation results shown in the 
figure so to stress the statistical precision of simulated results (below 
0.2%). The uncertainties on the experimental data have been estimated 
as 2% and are shown in the figure. The largest absolute difference was 
found for the 90Sr large-area reference source for 4 mm source detector 
distance, where the simulated result overestimated the experimental 
detector counting rate by 2.5 cps. This difference represents 5% of the 
calculated value, which is easily justified by the uncertainties on the 
experimental results and on the certified surface source emission rate. 

These results have provided the confidence on the simulations car
ried on by showing that the main characteristics of the systems under 
study, i.e. the large-area reference sources and detector, have been 
successfully attained. Simulation results have therefore been used as the 
reference values to study the lack of the uniformity found on the actual 
large-area reference sources and to propose the correction factors 
methodology. 

2.5. Correction factor 

To obtain the correction factors two simulations were run for each 
source. These simulations differed from each other by their source in
tensity distributions. The source intensity distribution for each of the 
four sources was considered in two different representations: (1) 100% 
uniformity value source intensity distribution (uniform) and (2) 
Measured source intensity distribution (non-uniform). From the differ
ence between the values obtained by the simulations for the two rep
resentations of the large-area reference source (uniform and non- 
uniform) it is possible to estimate a correction factor of the large-area 
reference source, providing a more accurate estimation for the instru
ment efficiency. The correction factor CFMCNP is obtained by the ratio 

between the simulated counting rates for the uniform (ρu) and non- 
uniform (ρnu), representations, according to equation (3). 

CFMCNP¼
ρu

ρnu
(3) 

The obtained correction factor CFMCNP can be multiplied by the net 
counting rate measured by the probe (ρc), to get the corrected counting 
rate (ρcorr), according to equation (4). 

ρcorr ¼ ρc � CFMCNP (4) 

The corrected instrument efficiency using this methodology (εMCNP) 
is calculated as in equation (1), using the corrected counting rate (ρcorr), 
as in equation (5). 

εMCNP¼
ρcorr

SER
(5) 

It can also be calculated by applying equation (6). 

εMCNP¼ ε� CFMCNP (6)  

2.6. NPL numerical method 

The Good Practice Guide No.14 of the NPL also presents the propo
sition to adopt a uniformity correction procedure when using large-area 
reference sources in calibration procedures. However, the proposed 
numerical method is restricted to the increment of exactitude associated 
with the use of large-area reference sources with uniformity greater than 
90%. The correction methodology presented by the guide corrects the 
surface emission rate of the large-area reference source, evaluating the 
instrument efficiency by equation (7). 

ε¼ ρc

SEReff
(7)  

SEReff is the effective surface emission rate per unit area under the probe 
and is given by equation (8). 

SEReff ¼

P
iEi:fi
P

ifi
: SER (8)  

Where i is the set of cells that are totally or partially under the probe 
sensitive area; Ei is the relative activity of cell i, i.e., the ratio between 
the activity of cell i and the average activity value of all 24 cells obtained 
in the source activity distribution measurement and fi is the fraction of 
the cell that is covered by the probe sensitive area. 

Fig. 3. Experimental and simulated detector counting rates dependence on source to detector distance for the four large-area reference sources used in the pre
sent work. 
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3. Results 

3.1. Source mapping 

Fig. 4 shows the surface source intensity distributions measured 
along the active area for each one of the four large-area reference 
sources used in this work, according to the procedures described in 
section 2.1. 

Table 2 shows the uniformity values of the sources obtained from the 
sources intensity distributions. It shows that, only the 99Tc and 90Sr 
LARS meet the ISO 8769 uniformity criterion that recommends a 90% 
minimum value. Both sources present uniformity values close to the 
suggested minimum value while 14C and 36Cl, do not meet the ISO 
uniformity criterion, standing the 14C far below the minimum value. The 
analysis of these sources will however be kept on along the work as an 
indication of the impact of LARS non uniformity on surface contami
nation detector efficiency inferred by calibration procedures had they 
been used. 

3.2. Calibration 

Table 3 shows the experimental net counting rates (ρc), that were 
obtained using the LARS presented in Table 1, the source emission rate 
under the probe sensitive area (SER) and the instrument efficiency es
timates (ε) calculated by applying equation (1), i.e., without correction. 

Fig. 4. Measured large-area reference source intensity distributions.  

Table 2 
Experimental source uniformity data.  

Nuclide Uniformity Relative Standard 

Source (%) Uncertainty (%) 

14C  50.20 0.40 
99Tc  90.66 0.04 
36Cl  84.44 0.05 
90Sr  91.18 0.02  

Table 3 
Counting rates (ρc), source emission rates (SER) and evaluated efficiencies ob
tained by the standard calibration procedure (ε).  

Nuclide ρc  SER ε 

Source (cps) (β:s� 1)  (%) 

14C  8.46 �0.16  41.9 �1.0  20.2 �0.6  
99Tc  22.43 �0.25  59.1 �1.6  38.0 �1.1  
36Cl  32.35 �0.30  66.4 �1.7  48.7 �1.3  
90Sr  49.53 �0.30  87.7 �2.3  56.5 �1.5   

Table 4 
Simulated counting rates for uniform (ρu) and non-uniform (ρnu) source distri
butions, correction factors (CFMCNP) and probe corrected efficiencies (εMCNP).  

Nuclide ρu  ρnu  CFMCNP  εMCNP  

Source (cps) (cps)  (%) 
14C  9.61 8.15 1.179 �0.003  23.8 �0.7  
99Tc  22.73 23.19 0.980 �0.003  37.2 �1.1  
36Cl  34.45 32.07 1.074 �0.003  52.3 �1.4  
90Sr  49.79 50.44 0.987 �0.003  55.7 �1.5   
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3.3. Correction factor - simulation method 

Table 4 presents the simulated counting rates values for surface 
contamination monitor probe, for each of the sources mentioned in 
Table 1, for two representations of intensity distributions: uniform and 
non-uniform. The numerical uncertainties of the simulation results were 
always below � 0.2%. It is also shown in this table the correction factor 
values (CFMCNP) and the corrected efficiencies of the instrument (εMCNP). 

3.4. NPL method 

The method for large-area reference source uniformity correction 
proposed by NPL is based on the evaluation of the effective emission rate 
of the source area under which the radiation monitor probe is posi
tioned. Table 5 presents the effective surface emission rate (SEReff ) of the 
area under the input window of the probe and the corrected instrument 
efficiency estimate (εNPL) by applying the procedures proposed by NPL 
for the sources used in this work. 

3.5. Differences between simulation and NPL methods 

Both correction procedures aim to correct the calibration efficiency 
values attributed to the instrument. In the case of the numerical method 
presented by NPL the correction is applied to the source emission rate 
values as can be observed by equation (7). However, the correction 
method proposed in this work applies to the counting rate registered by 
the instrument probe (equations (3)–(5)). Both methods take into ac
count the LARS uniformity mapping. As the ultimate objective of both 
methods is to correct the instrument efficiency value, correcting either 
the source emission rate or the instrument counting rate should provide 
the same final result. Using the numerical method of NPL, it is possible to 
adopt a correction factor (CFNPL) that can be applied directly to the 
uncorrected instrument efficiency, instead of correcting the flow value 
of the large-area reference source. This new factor is obtained according 
to equation (9). 

CFNPL¼
SER

SEReff
(9) 

Table 6 presents the correction factors driven from simulation 
method presented in this work and from the NPL method, so to allow a 
comparison between the correction factors values obtained from these 
methods. 

With these correction factors (CFMCNP and CFNPL), it is possible to 
calculate the corrected instrument efficiency (εMCNP and εNPL) by simply 
multiplying the estimated value of the uncorrected instrument efficiency 
(ρ) by the correction factor associated to a radionuclide, as it is shown by 
equations (10) and (11). 

εMCNP¼ ε� CFMCNP (10)  

εNPL¼ ε� CFNPL (11)  

4. Discussion 

The used 99Tc and 90Sr LARS, the ones that meet the minimum 90% 
uniformity value, have shown to lead monitor probe efficiency biased 
values that are overestimated by 2% in the worst case. The 14C and 36Cl, 
the ones not complying with the ISO 8769 uniformity criterion have led 
to monitor efficiency values biased from the expected value by as much 
as 17%. It is noteworthy to stress that the biased values found are spe
cific for the system configuration taken into account, which includes the 
specific LARS and detector taken into account and their relative 
arrangement. 

A source uniformity correction methodology based on Monte Carlo 
simulations has been developed to get more accurate instrument effi
ciency estimates. Simulations surface contamination monitors calibra
tion setup were carried out to estimate their counting rates for different 
surface source distributions. Data presented in Fig. 3, provides the 
confidence on the simulated results that stands as a key point of the 
methodology. Simulations were thereafter used to quantify the expected 
differences it would be observed in detector counting rates between the 
use of real and the ideal surface source distributions. Correction factors 
were driven from the simulated counting rate ratios between the uni
form and real surface source distribution. No restrictions were applied to 
the uniformity value. The methodology provides a correction factor that 
shall be applied to the experimental efficiency removing the eventual 
bias it would be inferred by the use of a real LARS rather than a 100% 
uniform LARS. 

The comparison between corrected instrument efficiency values 
obtained with the simulation method presented in this work (Table 4) 
and by applying the NPL method (Table 5) show equivalent results for 
all 4 sources used along this work. This is even true for sources, which 
present uniformity values below the 90% minimum reference value. 
These sources would not stand along the eligible sources to apply the 
NPL uniformity correction methodology. 

Although the correction factors were obtained by different ways, 
they present good compatibility with each other, which can be easily 
seen by the correction factor values presented in Table 6. 

5. Conclusions 

We have proposed a methodology to study the effect of surface 
source uniformity distribution on detector efficiency estimate proced
ures. The methodology, based on MCNP5 simulations, was experimen
tally validated and compared to the NPL uniformity correction 
procedure. Simulated results for the four LARS used in this work have 
shown differences in the instrument efficiency values attributed to the 
Thermo radiation monitor model FH40GX by adopting different refer
ence source uniformity criteria, i.e., with uniformity equal to 100% and 
real non-uniform distribution (uniformity less than 100%). The lesser 
the source uniformity the larger were the differences found. Corrections 
were no larger than 2% for the sources attaining the ISO 8769 unifor
mity criteria, while it has reached 17% for the 14C LARS with a 50.2% 
uniformity value. 
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