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Abstract

A nonlinear function in combination with the method of mixing activity-calibrated and uncalibrated gamma-ray

sources is applied for fitting the experimental peak efficiency of HPGe spectrometers in the 59–2754 keV energy range.

In addition, a step function was developed for fitting the gamma-ray background under the peak. Calibrated 241Am,
133Ba,137Cs, 152Eu, 60Co and 88Y sources, as well as one 24Na source (treated as uncalibrated) were used for obtaining

the experimental peak efficiency curve. The results were compared to the conventional linear polynomial fitting. From

the fitted parameters, the 24Na activity was determined and compared with the result obtained from absolute

measurements in a 4pb–g coincidence system.

r 2003 Elsevier Ltd. All rights reserved.
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1. Introduction

Gamma-ray spectrometry by means of HPGe detec-

tors is widely used for applications due to their excellent

energy resolution. In nuclear metrology, this technique

has been used for the activity determination of radio-

active sources when suitable standards are not available,

as well as for the determination of gamma-ray emission

probability per decay (Fonseca et al., 1998; Sim *oes et al.,

2001). In these cases, an efficiency curve as a function of

the gamma-ray energy becomes necessary, and the

efficiency values for the desired energies are obtained

by interpolation. This subject is discussed by Seymour

et al. (1988).

The absolute efficiency can be calculated as the ratio

between the detected and emitted gamma-rays

eðEÞ ¼
N

ADtIg
� f ; ð1Þ
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where N is the net counts of the full energy absorption

peak corresponding to the gamma-ray of energy E and

emission probability per decay Ig.Dt is the measuring

time and A is the source disintegration rate. Factor f

takes into account corrections due to dead time,

detection geometry, decay, summing effects and self

absorption.

The relative efficiency is given by

erðEÞ ¼ a
N

Ig
� f ; ð2Þ

where a is an arbitrary constant.

The efficiency curve in the 59–2754 keV range shows

three regions of different behavior because distinct

attenuation and absorption processes dominate. At

low energies the efficiency rises rapidly because of

abrupt reduction in the attenuation in radioactive

source, detector cap or inner dead layer. A maximum

is reached for an energy value which depends on the

detector and source characteristics. Above a few

hundreds keV the efficiency decreases monotonically
d.
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almost linearly in log-scale up to around 1200 keV. For

higher energies the curve continues to decrease but

following a different pattern due to pair production

interactions. Therefore three regions can be distin-

guished: at lower, intermediate and higher energies.

An alternative procedure is described by Janssen

(1990), which makes use of low order spline functions

for fitting the efficiency curve in the 2–3000 keV. In this

case, five or more regions are chosen, but this requires a

high number (>40) of experimental points. This

procedure has been successfully used by Daza et al.

(2001) for measuring environmental samples. Hayashi

et al. (2000) applied a third-order polynomial function

for fitting the relative gamma-ray efficiency curve in the

430–2750 keV energy region.

Previous papers have dealt with nonlinear fitting in

the 50–1400 keV energy range, Venturini and Vanin

(1993), and the use of the mixing technique, Tramonta-

no and Vanin (1999). The present work proposes a

nonlinear function divided into three regions and

covering the 59–2754 keV energy interval. This func-

tion was combined with the mixing technique, in order

to include uncalibrated sources in the fitting pro-

cedure. Several calibrated and one uncalibrated have

been used.

The procedure adopted for calculating the net area

under the full energy absorption peak may influence the

behavior of the efficiency curve, mainly at low gamma-

ray energies. In this region, a significant variation in the

background counts can be observed comparing the

plateaus located at the left and right sides of the peak.

The present paper proposes an alternative step function

for fitting the background region under the peak. This

function is composed by a second degree polynomial

coupled with a sigmoid function, in order to yield a

smooth step under the peak.

For nonlinear calculations, the algorithm suggested

by Marquardt (1963) was used. The results are

compared with conventional linear polynomial fitting.

The adopted procedure makes use of covariance analysis

which is considered essential for complete description of

all the uncertainties involved, as pointed out by Winkler

(1998), Geraldo and Smith (1990) and Mannhart (1981).
2. Area under the full absorption peak

To describe the background under the full absorption

peak, the following function is proposed:

BðxÞ ¼ a0 þ a1x þ a2x2 þ a3
1

1þ ez

� �
; ð3Þ

where z ¼ ðx � xpÞ=S and S ¼ FWHM=2
ffiffiffiffiffiffiffiffi
ln 2

p
: xp is

the peak centroid channel and x is the channel in the

background region.
This function corresponds to a second degree poly-

nomial associated with a sigmoid step function. In this

first approach, the values of xp and FWHM were

estimated previously and then treated as constants.

Future versions of the code will consider these variables

as free parameters to be included in the fitting

procedure. All other parameters were calculated by

covariance matrix methodology. The overall uncertainty

in the peak area is the composition of the statistical

uncertainty in the gross counts and the background

uncertainty calculated by this fitting.
3. Efficiency curve fitting

3.1. Linear function

The use of a linear function associated with the mixing

technique is described by Tramontano and Vanin

(1999). In the present work, the best fitting for the

59–2754 keV energy range was obtained by means of the

following function:

ln eðEÞ ¼Ca0 þ Ua0 þ a1 lnðE=EbÞ þ a2 ln
2ðE=EbÞ

þ a3 ln
3ðE=EbÞ þ a4 ln

4ðE=EbÞ

þ a5 ln
5ðE=EbÞ; ð4Þ

where e is the peak efficiency for gamma-ray energy E

and Eb is a reference energy selected to bring the range

of log values around zero. Ca0 and Ua0 are parameters

related to the activity-calibrated and uncalibrated

sources, respectively.

The relative variances of the experimental efficiencies

are given by

s ceð Þ
ce

� �2

¼
sA

A

� �2

þ
sN

N

� �2

þ
sIg

Ig

� �2

þ
sft

ft

� �2

þ
sfl

fl

� �2

þ
sfs

fs

� �2

; ð5Þ

s ueð Þ
ue

� �2

¼
sN

N

� �2

þ
sIg

Ig

� �2

þ
sft

ft

� �2

þ
sfl

fl

� �2

þ
sfs

fs

� �2

;

ð6Þ

where N is the net area under the full absorption peak

for the selected gamma-ray energy, A the source activity,

Ig the gamma-ray emission probability per decay, ft the

dead time correction factor, obtained by means of a

reference pulser peak at the end of the gamma-ray

spectrum, fl the nuclear decay correction and fs the

cascade summing correction factor, obtained by means

of a Monte Carlo code, as described by Dias et al.

(2002).

Eqs. (5) and (6) correspond to the calibrated and

uncalibrated sources, respectively.
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The fitted efficiency relative variances are calculated

by

seðEÞ
eðEÞ

� �2

¼ ~FFV~aa
~FF

t
; ð7Þ

where

~FF ¼ 0 1 ln
E

Eb

� �
ln2

E

Eb

� �
ln3

E

Eb

� �
ln4

E

Eb

� �
ln5

E

Eb

� �� �

ð8Þ

and Vu is the covariance matrix of Ue.

3.2. Nonlinear function

The selected nonlinear function is an extension of the

model proposed by Venturini and Vanin (1993) for a

wider energy range. This function is divided into three

regions, corresponding to low, intermediate and high

gamma-ray energies, respectively

ln eð Þ ¼

a0 þ a1 lnðE=a4Þ þ a2 ln
2ðE=a4Þ; Epa4;

b0 þ b1 lnðE=a4Þ þ b2 ln
2ðE=a4Þ; a4oEpa5;

c0 þ c1 lnðE=a5Þ þ c2 ln
2ðE=a5Þ; a5oE;

8>><
>>:

ð9Þ

where e is the peak efficiency for gamma-ray energy E; a4
and a5 correspond to energy values at the two junction

points (between low and intermediate energies and

between intermediate and high energies).

The present approach can be considered as a

simplification of the method developed by Janssen

(1990) and is suitable when the number of available

experimental points is smaller than 40. Moreover, the

behavior of the efficiency curve in the energy region

from 60 to 3000 keV is smooth and does not require a

large number of junction points. In the present paper,

these junction points are obtained as fitting parameters

and not chosen arbitrarily.

The continuity condition for function (9) and its

derivative imply that

a0 ¼ b0 and c0 ¼ b0 þ b1 ln a5=a4

 �
þ b2 ln a5=a4

 �2
a1 ¼ b2 and c1 ¼ b1 þ 2b2 lnða5=a4Þ:

Including the mixing parameters Ca0 and Ua0 ; the final
expression becomes

ln eð Þ ¼Ca0 þ Ua0 þ b1 lnðE=a4Þ

þ b ln2ðE=a4Þ þ W ln2ðE=a5Þ; ð10Þ

where

if Epa4; then b ¼ a2 and W ¼ 0;

if a4oEpa5; then b ¼ b2 and W ¼ 0;

if a5oE; then b ¼ 0 and W ¼ c2:
The least square method adopted for estimating the

parameters for the nonlinear function is described by

Venturini and Vanin (1993).
4. Experimental

A HPGe detector Model EGC-20 Intertechnique was

used, with 20.6 cm2 sensitive area, 99.7 cm3 active

volume and 20% relative efficiency. The amplifier time

constant was set to 2 ms and the spectra were stored in a

4096 multichannel analyzer. The source–detector dis-

tance was set to 19.3 cm. The radioactive sources used

were IAEA standards of 241Am, 133Ba, 152Eu, 137Cs and
60Co. In addition, a 88Y standard source, calibrated in

our laboratory by means of 4pb–g coincidence system,

was used.

One 24Na calibrated source was included in the fitting

procedure in order to apply the mixing technique and

extend the energy range up to 2754 keV. This source was

treated as uncalibrated in the fitting procedure in order

to extract its activity and compare with the reference

activity. This reference value has been obtained by

calibration in a 4pb–g coincidence system. For this

purpose a 24Na solution was produced by means of
23Na(n,g)24Na reaction at the IEA-R1 research reactor

from IPEN, S*ao Paulo. The source was prepared by

depositing an aliquot on 10mg cm�2 thick Collodion

film. The gamma-ray window was set at the 1368.63 keV

gamma-ray total absorption peak.
5. Results and discussion

Table 1 shows the experimental results for the peak

efficiency. The values for 24Na uncalibrated source were

normalized to 1000 at 1368.60 keV gamma-ray energy.

The last columns give the uncertainty in the applied

correction factors.

Table 2 shows the fitting parameters for the linear

function. This table includes all the correlation factors

and covariances among different parameters. The

reduced chi-square was 1.19. Table 3 shows the

corresponding results for the nonlinear function. The

reduced chi-square was 1.22, close to the one obtained

with the linear function.

Fig. 1 shows the behavior of residuals obtained with

the nonlinear function (Eq. (9)). It can be seen that there

is no systematic trend of the points around the fitted

line, indicating no appreciable bias.

The ratio between the efficiencies obtained with the

calibrated and uncalibrated curves gives the activity of

the uncalibrated source. For the case of linear fit these

efficiencies were calculated at reference energy Eb. In the

case of nonlinear fit this ratio was calculated at 800 keV,

which is near the middle point of the second region. This
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Table 2

Estimated parameters for the linear function (Eq. (4))

Parameter Value Ua0 Ca0 a1 a2 a3 a4 a5

Ua0 0.0162 (84) 0.000070 0.000000 �0.000013 �0.000057 �0.000062 �0.000026 �0.000004

Ca0 �7.6887 (48) 0.012 0.000023 0.000017 �0.000006 �0.000021 �0.000009 �0.000001

a1 �0.859 (11) �0.141 0.313 0.000129 0.000018 �0.000137 �0.000086 �0.000014

a2 �0.031 (11) �0.642 �0.127 0.150 0.000113 0.000110 0.000038 0.000004

a3 �0.176 (18) �0.405 �0.235 �0.654 0.560 0.000341 0.000184 0.000029

a4 �0.095 (10) �0.294 �0.187 �0.734 0.342 0.962 0.000108 0.000018

a5 �0.0117 (17) �0.241 �0.140 �0.726 0.230 0.906 0.986 0.000003

w2/n 1.19

The values in the parentheses are the standard deviation in the last digits. Covariances between parameters are shown in the upper

triangle (including the main diagonal). Correlations are shown in the lower triangle. The last row gives the reduced chi-square.

Table 1

Experimental efficiency and partial relative uncertainties involved (in percent)

Energy (keV) Efficiency� 10�3 sN ð%Þ sA ð%Þ sIg (%) st ð%Þ sl ð%Þ sfs
ð%Þ

59.54 3.8615 0.13 1.10 1.11 0.29 0.00 0.26

81.00 4.0025 0.09 1.20 0.82 0.31 0.50 0.15

121.78 3.6627 0.08 1.60 0.46 0.31 0.22 0.08

244.70 2.2886 0.22 1.60 0.53 0.31 0.22 0.12

276.40 2.0482 0.27 1.20 0.42 0.31 0.50 0.08

302.85 1.8783 0.17 1.20 0.33 0.31 0.50 0.08

344.28 1.6574 0.12 1.60 0.41 0.31 0.22 0.04

356.02 1.6033 0.09 1.20 0.22 0.31 0.50 0.08

383.85 1.4873 0.26 1.20 0.32 0.31 0.50 0.08

411.13 1.3883 0.59 1.60 0.45 0.31 0.22 0.12

443.96 1.2851 0.49 1.60 0.45 0.31 0.22 0.08

661.66 0.8664 0.14 1.00 0.23 0.38 0.27 0.00

778.90 0.7429 0.28 1.60 0.46 0.31 0.22 0.06

867.39 0.6730 0.59 1.60 0.59 0.31 0.22 0.15

898.04 0.6526 0.73 1.50 0.30 0.30 0.13 0.06

964.05 0.6127 0.28 1.60 0.41 0.31 0.22 0.12

1112.10 0.5409 0.31 1.60 0.44 0.31 0.22 0.10

1173.20 0.5165 0.25 0.50 0.02 0.31 0.07 0.04

1332.50 0.4631 0.26 0.50 0.01 0.31 0.07 0.04

1368.60 1000.0a 0.30 b 0.00 0.32 0.02 0.02

1408.00 0.4417 0.26 1.60 0.43 0.31 0.22 0.11

1836.10 0.3486 0.84 1.50 0.03 0.30 0.13 0.06

2754.00 498.00a 0.42 b 0.00 0.32 0.02 0.04

aThe values for 24Na were normalized to 1000 at 1368.60 keV.
bUncalibrated source (error equal to zero).

Table 3

Estimated parameters for the nonlinear function (Eq. (9))

Parameter Value Ua0 Cb0 b1 a2 b2 c2 a4 a5

Ua0 1.491(41) 0.001678 0.001617 0.000435 �0.000634 �0.000408 �0.000469 �0.471193 �0.489759

Cb0 �6.212(41) 0.972 0.001649 0.000432 �0.000650 �0.000406 �0.000351 �0.476151 �0.490303

b1 �1.045(15) 0.687 0.688 0.000239 �0.000068 �0.000195 �0.000231 �0.131877 �0.172814

a2 �0.398(19) �0.816 �0.001 �0.234 0.000360 0.000087 0.000026 0.184668 0.158440

b2 0.064(13) �0.766 �0.769 �0.970 0.353 0.000169 0.000184 0.120217 0.152412

c2 �0.186(26) �0.441 �0.333 �0.576 0.052 0.546 0.000672 0.109286 0.151518

a4 284(12) �0.971 �0.990 �0.721 0.822 0.781 0.356 140.35500 144.89100

a5 1290(13) �0.937 �0.947 �0.877 0.655 0.920 0.458 0.9589215 162.66300

w2/n 1.22

The values in the parentheses are the standard deviation in the last digits. Covariances between parameters are shown in the upper

triangle (including the main diagonal). Correlations are shown in the lower triangle. The last row gives the reduced chi-square.
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Fig. 1. Percent residuals between experimental and fitted

efficiencies as a function of the gamma-ray energy. The error

bars correspond to the standard deviation in the experimental

value (in percent).
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value has been chosen in order to minimize the overall

uncertainty. The results obtained for the two performed

fits were: 2219 (21) and 2215 (18) Bq, corresponding to

linear and nonlinear fits, respectively. These two values

agree within their uncertainties. The reference activity

measured with the 4pb–g coincidence system resulted—

2215 (11) Bq in very good agreement with both fitted

values.

As a conclusion, a nonlinear fit dividing the 59–

2754 keV energy interval into three regions can give

satisfactory results. The accuracy in the interpolation is

comparable to the linear fit using a fifth degree

polynomial. Since the nonlinear function is a composi-

tion of simple second degree polynomials, it is expected

that the interpolation should be more reliable than a

linear function with several parameters, specially in

regions where there are a few experimental points. In

these regions a high degree polynomial may show

artificial oscillations in the efficiency curve.
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