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1. Abstract

The determination of the true chemical
composition of a given material is a very
difficult task. Usually, the most probable
value obtained by means of an already
established analytical technique is
accepted as the true value. However, in
many routine situations in laboratories,
or during material certification procedu-
res, it is necessary to compare results
obtained by means of different analytical
techniques, an operation that may lead
to wrong conclusions. This work will
exhibit the results of a material certifica-
tion exercise performed at the Instituto
de Pesquisas Energéticas e Nucleares
(IPEN) in cooperation with the Instituto
de Matematica e Estatistica da Univer-
sidade de Sao Paulo (IME - USP).
Samples of U,0, (Uranium Oxide) were
analysed by alﬁerem analytical techni-
ques. A statistical analysis using
ANOVA, as well as some robust and
weighted methods, will be discussed.

2. Introduction

A chemical analysis of a given material
is one of the oldest activities in science,
however, in spite of the development of
sofisticated analytical techniques, the
determination of the true value of a che-
mical component is still an open que-
stion.

In a routine laboratory operation, the
analyst needs to control many factors
related with instruments and procedures
that can affect in a significant way the
quality of the results obtained, since
every analytical technique has limita-
tions. Many statistical methodologies
are developed in order to assure the
quality of the results, to provide an eva-
luation of the behavior of an analytical
procedure and to establish a compari-
son pattern with the results obtained in
other laboratories. The majority of these
methods operates relative to standards,
and makes use of highly pure and certi-
fied chemical materials.

In the choice of a material to be centi-
fied, several factors must be considered,
among which: the future applications of
the material, the methodologies used to
obtain it, and the statistical methods
used to investigate the numerical values.

Taking all this into account, the pro-
gram's protocols are prepared, the num-
ber and the quality of the essays to cha-
racterize the chemical and physical pro-
perties of the chosen material are defi-
ned, as well as the procedures for the
statistical analysis of the data.

The aim of this work is to discuss dif-
ferent statistical approaches to analyse
data from material certification pro-
grams.

3. Previous research exercises

With the purpose of developing a sui-
table statistical model, 15 analysis were
carried out at the IPEN (Instituto de
Pesquisas Energéticas e Nucleares) by
15 different analysts, allowing in this
way to simulate two intercomparison
exercises between 15 different laborato-
ries employing the same analytical tech-
nique. The material used was U,Q,
(Uranium Oxide) of nuclear grade produ-
ced at the IPEN.

Two statistical methodologies were
used to analyse the data. In the first
exercise, classical statistical techniques
like ANOVA (Analysis of Variance) /1/
were used preceded by outlier detection
tests to ensure that the data set fulfills
the necessary conditions, such as
variance equality and data with Normal
distribution.

Data elimination may introduce ten-
dency in the results, because the discar-
ded values can be due to material varia-
bility, and not from measurement errors.
In this sense, robust methods were used
(Dod Estimators-Distribution of differen-
ces) keeping all values in the variability
estimation of a data set derived from a
Normal distribution. These estimators
can be very useful because, to the con-
trary of classical methods, they are
rather unsensitive in presence of
outliers. Details about these methods
can be found in Beyrich et al. /2/.

The results of the first exercise, found
in Cordani and Yamamoto /3/, demon-
strated that within the uncertainty of the
same analytical technique, graphical
methods of data analysis (Dotplot,
Boxplot and Youden), as well as classi-
cal techniques with result eliminations
can be used with the same efficiency
when compared with robust methods.

In the second exercise (Cordani and
Fukunaga /4/), time was included as
perturbation factor, and an increase in
the variability of the results was obser-
ved. In this case, the use of classical
methods of analysis may distort the final
results, and therefore the use of robust
methods was more adequate.

4. The balanced method

In order to further develop the same
research line, we investigated the case
of an intercomparison of data from diffe-
rent laboratories, when obtained by dif-
ferent analytical techniques.

With this purpose the Balanced
Method was employed, a robust statisti-
cal technique described in Analytical
Methods Committee /5/. This technique
consists in proposing estimators for the
mean and for the standard deviation that
are not sensitive to the presence of
outliers.

Assuming the participation of L labo-
ratories, each one with r measurements,
a particular measurement from a given
laboratory may be defined as in equa-
tion (1):

X, = M+, + £, (1)

where:
X,; . i-th measurement of the
k-th laboratory
. K-th laboratory error.
€, associated error.
VAR (o )=0,2 k=1,
VAR (g )=02 k=1,

o

In the same way, the mean from a
given laboratory may be written as in
equation (2):

WS HF o {2}

At first, the mternal variability o
each laboratory shall be esturnateci as
well as its respective mean value H,.
Secondly, the estimation of ,? shall be
determined, representing the mter labo-
ratory variability.

Because all laboratories are equally
treated by the method, the description
below corresponds to an iterative calcula-
tion procedure applied to each laboratory.

It is here proposed that the estimation
shall be done through a weighted mean
of the observations x,; of each labora-
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tory, where to each measurement will be
given a weight w,, obtained according
equation (3):

-l 91“& if ’xkl— “J sca,
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where o_ is a robust standard devia-
tion and ¢ Is a suitable constant previou-
sly determined by the user, with values
between 1 and 2. In this work the more
recommended value ¢ = 1.5 will be
used. Hence, according to equation (3),
If a particular observation is dislocated
from its laboratory mean more than ca,,
its value will be “diminished” receiving a
weight smaller than 1, that decreased
with the increase of the distance
between this observation and the mean
intralaboratory value.

The estimation of o, shall be made
simultaneously with the estimation of p,
at each step of this iterative process.
Thus, a weighted observation may be
defined by equation (4):

X = Wt Xy “)

The procedure to estimate a_ is similar
to the one previously described, where
in each step:

o 2o ©)
@ np

otherwise (3)

where n is the number of measure-
ments of each laboratory and B is a con-
stant chosen in order to obtain a consi-
stent answer with normally distributed
data. The values of B are tabled in
Analytical Methods Committee /5/.

The initial value for p_ can be taken as
the mean or median or the original data
set, whereas the suggestion given in
Analytical Methods Committee /5/ to the
initial value of o is:

(ixk- T ) 6)
0.6745

The end of the process only occurs
when the difference between two itera-
tions would be smaller than a fixed
value. In this exercise, 1072 will be used
as a stopping condition,

Next step corresponds to analyse the
estimated means according to what was
described to estimate the certified value
p and the material’'s variability «,2
where:

median
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Once ¢ is already estimated, only
0,2 remains to be estimated, according
to equation (7). This estimation is done
in analogy to the process described ear-
lier, considering the L means estimated
from all laboratories like observations
from the same laboratory.

To compare this method with the
others used in the previous exercises,
purity percentages of U 03 were measu-
red in 6 IPEN’s Iaboraiones employing
the following analytical techniques:
Voltametry, Isotope Dilution Mass
Spectrometry, Davies & Gray, High
Performance Liquid Chromatography
and Inductively Coupled Plasma Atomic
Emission Spectrometry. In each labora-
tory 8 measurements were carried out,
resulting in 48 observations presented in
Table 1.

The values higher than 100% are a
consequence of contamination in the
measurements. Therefore, despite such
results are not theorically expected, in
practice they can occur. The data were
analysed by ANOVA, Dod and by the
balanced method.

5. Results

5.1. Analysis by ANOVA

At first a graphical analysis is presen-
ted of the data, through a Dotplot, by
laboratory (Figure 1).

.......
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Figure 1: Dotplot of purity percentages of
U304

It can be noted that, generally, data's
dispersion is low. However, Laboratory
4 exhibits two observations located very
distant from the others that may be con-
sidered outliers:

In Table 2, sample means and stan-
dard deviations by laboratory are pre-
sented.

From Table 2, the variability of Labo-
ratory 4 resulted very large, because of

Table 1: Purity percentages of U,0,

Table 2: Sample means and standard
deviations

Laboralory Mean Std. Deviation
1 99.70% 0.45%
2 97.58% 0.15%
3 99.66% 0.10%
4 93.88% 14.28%
5 100.19% 0.92%
6 99.74% 0.18%

the presence of extreme values affecting
mean and standard deviation.

Dixon's outliers detection test /6/ and
Cochran’s variance equality test /7/
were used in this classical approach
with significance level of 5%. After the
application of these tests, the two aber-
rant observations from Laboratory 4, as
well as another one from Laboratory 1
and another from Laboratory 5 were eli-
minated. The two last ones present a
relatively small displacement in the
graph; moreover, if they originated for
instance in Laboratory 4, they probably
would not have been eliminated. The
discarded observations are very visible
in Table 1. All laboratories were kept by
Cochran's test.

The new values for mean and stan-
dard deviation, after discarding the
mentioned outliers, are presented in
Table 3.

Table 3: Means and standard deviations
after the elimination of the outliers

Laboratory Mean $td. Deviation
1 99.85% 0.10%
2 97.58% 0.15%
3 99.66% 0.10%
4 101 57% 0.56%
5 99 89% 0.38%
6 99.74% 0.18%

A quick comparison of Tables 2 and 3
demonstrates the improvement, espe-
cially in the variability of Laboratory 4,
resulting from the elimination of the
extreme values.

Lab1 Lab 2 Lab 3 Lab 4 Lab 5 Lab 6
98.60% 97 .52% 99.65% 68.65% 100.20% 99.87%
99.80% 97.73% 99.76% 73.02% 99.60% 99.49%
99.80% 97.83% 99.65% 101.88% 100.20% 99.84%
100.00% 97.36% 99.76% 101.66% 99.50% 99.89%
99.80% 97.62% 99.53% 100.50% 100.40% 99.62%
99.80% 97.46% 99.76% 101.46% 99.50% 99.79%
99.80% 97.62% 99.53% 101.97% 102.30% 99.94%
100.00% 97 46% 99.65% 101.93% 99.80% 99.49%
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Finally, after the application of ANOVA
for the 44 remaining values, the fol-
lowing estimatives were obtained:

» Average purity percentage: 99.63%
* StandardDeviation: 0.51%

5.2. Analysis by Dod

Using the original data set, the Dod
robust technique was applied. This
method do not eliminate observations
and estimates only the variability of the
measurements.

With the help of a computational pro-
gram developed in Pascal language, the
following variability estimative was
obtained through the DodM estimator:

» Standard Deviation: 0.23%

5.3. Analysis by balanced method

In order to apply this technique, a
computational program developed in
Fortran language will be used (Analytical
Methods Committee /5/). Table 4 pre-
sents means and standard deviations of
the 6 laboratories obtained by the itera-
tive process of balanced method. The
estimatives of the mean and standard
deviation for the whole data set are also
presented.

* Average purity percentage: 99.69%
« Standard deviation: 0.18%

The results of Table 4 are very similar
to the ones presented in Table 3, indica-
ting that even such methods that do not
eliminate observations can be good
alternatives of analysis.

Table 4: Means and standard deviations of
the final iteration of the balanced method

Laboratory Mean Std. Deviation
1 99.77% 026%
2 97 .58% 0.15%
3 99.61% 0.10%
4 101.41% 0.53%
5 99.97% 0.43%
6 99.74% 0.18%

6. Discussion

For the purity average value, results of
ANOVA and balanced method were very
close, suggesting that robust methods
allow similar conclusions to the classi-
cal, without eliminating data.

Purity’s variability presented larger
differences, specially when robust
methods are used. It is important to
remark that even when all observations
are kept, the variability estimated by
these methods was smaller than that
one obtained by ANOVA. The reason is
that robust estimators reduce the
influence of data very far from the mean,
introducing a significant effect in the
standard deviation’s estimative.

Another important point is that the
balanced method assigned, in its final
iteration, weights lower than 1 to 5
observations. Four among them are the
same excluded by the outliers detection
test, indicating that there is some cohe-
rence in this approach to detect suspi-
cious observations.

It must be also noted that the variabi-
lity estimated by ANOVA is acceptable,
in view of the errors of the laboratorial
techniques utilized. Moreover, the results
of robust methods’ variability were
much smaller than the classical, due to
the fact that the values measured by all
laboratories, excepting some outliers,
are very similar.

7. Conclusions

From all exercises carried out in the
past 3 years, it can be concluded that
methods that do not eliminate data are
good alternative of analysis and that
outliers must be considered as real cir-
cunstancial values, included within the
material and technical variabilities.

It was also noticed that the balanced
method reduces the influence of outliers
in variability’s estimation and that elimi-
nation of data may introduce tendency
in the results. Moreover, discarding
observations is nothing more than loo-
sing information, diminishing the
strength of the conclusions.

It became clear that the notion of
outlier depends on a context, because a
value can be considered outlier in a
laboratory, but it may not be in another.

Therefore, alternative methods to the
classical ones shall be more and more
employed, in the future, with the aim of
determining their advantages and limita-
tions. We consider that what has been
done so far is only a beginning for the
exploration of alternative statistical
methods. Moreover, a better quality
control of the analytical performance of
laboratories is needed, in order to
improve every step of the materials cer-
tification processes.
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