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a b s t r a c t

We derive analytic formulae for the electrostatic force between ring and disc charge distributions inside
a grounded metallic pipe using the Green’s function technique. These distribution models are useful in
the modeling of electron beams commonly employed in microwave tubes. We analyze the electric force
between two discs, between two rings, and between a disc and a ring and we compare the results for the
electric potential, field, and force to numerical ones obtained from a 3D electrostatic solver. Present
expressions were developed to avoid an oscillatory noise when the field diverges by axial proximity
between source and observer.

� 2011 Elsevier B.V. All rights reserved.

1. Introduction

Among microwave-vacuum-electronic devices (MVEDs),
traveling-wave tubes (TWTs) and klystron amplifiers present
outstanding performances in the amplification of radio frequency
(RF) signals at high-power levels in microwave and millimeter-
wave frequencies. Klystron amplifiers also find relevant applica-
tions in charged particle accelerator technologies. Klystrons and
TWTs amplify RF signals by providing the necessary conditions for
the kinetic energy of an accelerated electron beam (e-beam) be
converted in electromagnetic field strength. Therefore, accurate
beam-wave interaction modeling tools are essential for the
improvement of the efficiency of MVEDs.

In commercial 3Dmodeling tools for MVEDs, the particle-in-cell
(PIC) [1e3] technique has been successfully used to model the
beam-wave interaction phenomenon. In the PIC approach, the
electromagnetic fields are calculated in a background grid, while
fields on the particle are evaluated interpolating the field values of
the surrounding cell. The accuracy of PIC simulations is directly
proportional to the number of particles and inversely proportional
to the grid cell size. These features require high computational
power, thus, PIC codes are more likely used in the fine-tuning steps

of the MVED design. On the other hand, in the earlier design steps,
analytical and semi-analytical codes are preferred due to the much
smaller computation time necessary to obtain preliminary results
and due to the more physical insight [4,5]. By semi-analytical codes
we mean codes that numerically integrate particle dynamics
equations considering the electric force contribution of every
particle in the system. This approach is sometimes called particle-
to-particle simulation and uses the Green’s function technique to
obtain the electric force among particles for a given geometry
domain and an assumed particle charge distribution, such as
planes, points, discs, rings, etc.

The usual way to modeling the electron transport, in beam-
wave problems, is to split the electric forces in two contributions.
The first force, object of this work and always present, is due to the
electrostatics forces between the particles only, and therefore the
Green’s function technique is a very useful tool. After solving the
electrostatic problem and checking the electron transport beam
dynamics, the RF contribution, time dependent, responsible to the
beam velocity modulation, is turned on to complete the
description.

Though electric potential and field expressions are not difficult
to find in the literature, as those between tips and metallic flat
surfaces based on a generalized image-charge method [6,7], the
authors have no knowledge about force expressions among discs
and rings of charge inside a grounded metallic pipe in the
specialized literature [8,9]. This lack motivated us to derive such

* Corresponding author. Tel.: þ55 11 3817 7256; fax: þ55 11 3817 7110.
E-mail addresses: danieltl@usp.br (D.T. Lopes), ccmotta@usp.br (C.C. Motta).

Contents lists available at SciVerse ScienceDirect

Journal of Electrostatics

journal homepage: www.elsevier .com/locate/elstat

0304-3886/$ e see front matter � 2011 Elsevier B.V. All rights reserved.
doi:10.1016/j.elstat.2011.12.006

Journal of Electrostatics 70 (2012) 166e173



expressions. Furthermore, the electric field expressions for ring
particles presented in [5] use a Green’s function expansion that
leads to oscillatory noise in the electric field values when the source
and the observer axial coordinates tend to each other [9]. In the
present work, we use another kind of Green’s function expansion in
order to transfer the oscillatory noise to the radial coordinate.
Depending on the problem faced, one or other approach is more
suitable. For instance, particle overtake is a common phenomenon
in beam-wave interaction at large signal regime. If the overtakes
are assumed to predominantly occur in axial coordinate, the
oscillatory noise that occurs when source and observer axial
coordinates tend to each other should be avoided. On the other
hand, if radial overtake is a major issue, the otherwise case takes
place. Therefore, we present here an alternative approach for the
same problem.

This paper is organized as follows: In Section 2, we present the
expressions for the Green’s function inside a grounded metallic
pipe; for the electric potential and the electric field generated
inside the pipe; and for the electric force between a pair of particles
(ring and disc). In Section 3, we present plots for those expressions,
comparing the analytical results to numerical ones obtained from
a 3D electrostatic solver. We also compare the present ring electric
potential and ring electric field analytic results to the referred
expressions in the literature [7]. Finally, we present a conclusion in
Section 4. In the appendix, we briefly present the main steps in the
derivation of the Green’s functions used.

2. The electric potential, field and force expressions

The main purpose of this work consists in evaluating the
interaction forces among the charged particles that compose an e-
beammodel. Let’s consider the pencil beammodel, which the axial
cross section is illustrated in Fig. 1(a). The e-beam is formed by
a core of charged discs on the axis inside a grounded metallic pipe
with radius a. The discs are surrounded by concentric infinitesi-
mally thin charged rings with charge proportional to their initial
perimeter. This kind of e-beam model is often used in 2D and 2.5D
space charge simulations. The disks are assumed to move only on
axis. Evidently, due to the azimuthal symmetry of the problem, the
radial components of those forces are null. Therefore, in the 2D
model, the observer ring is represented by the ring element and the
radial force is actually evaluated on the ring element. Fig. 1(b)

shows a 2D view of the beam model and the force scheme
considered. The force between two discs is denoted by Fdd ¼ Fddẑ,
containing only the axial component. The force between two rings
is Frr ¼ Frrr r̂þ Frrz ẑ, which contains both the axial and the radial
components. The force between a disc and a ring is Fdr ¼ �Frd ¼
Fdrr r̂þ Fdrz ẑ, where Frd is the reciprocal force, r̂ ¼ r̂ð4Þ and ẑ denote
the radial and the axial unit vectors in the cylindrical coordinate
system, respectively. The radial force components are evaluated on
the observer ring element.

Assuming that all source particles are axially concentric inside
a grounded metallic pipe, the force that a source particle exert on
another one in the observer position is given by

F ¼
Z
V

9ðrÞEðrÞd3r; (1)

where 9ðrÞ is the charge distribution of the observer particle and
E(r) is the electric field measured in the observer position r,
generated by the source particle, which lies in the source position r

0
.

For infinitesimally thin ring particles, the source charge distribution
is given by

9rðrÞ ¼ 9rðr; zÞ ¼ qr
2pr0

dðr� r0Þdðz� z0Þ: (2)

On the other hand, the disc charge distribution is written as

9dðrÞ ¼ 9dðr; zÞ ¼
8<
:

qd
pr02

dðz� z0Þ 0 � r � r0

0 r0 < r � a
; (3)

where r0 and z0 are the source particle radial and axial coordinates,
respectively, and qr and qd are the electric charge contained in the
ring and in the disc, respectively. In Eqs. (2) and (3), d(r�r0) is the
Dirac’s delta function. It has to be mentioned that the observer ring
charge distribution is different from the source. It is obtained by
multiplying Eq. (2) by 2pd(4�40). It must be understood that (r0, 40,
z0) are, in this case, the observer coordinates.

The electric field is obtained in the usual way by differentiating
the electric potential with respect to each coordinate, i.e.,
Ez(r,z) ¼ �vF(r)/vz and Er(r,z) ¼ �vF(r)/vr. Since all particles are
inside a grounded metallic pipe, the electric potential, solution of
Poisson equation, is obtained bymeans of the Green’s theoremwith
vanished surface integral, i.e.,

Fig. 1. (a) Axial cross section of the e-beam model formed by a stiff charged disk core and charged rings around it. (b) A 2D view of the e-beam model showing the three forces
considered, namely, Fdd is the force between two disks, Frr is the force between a source ring and an observer element ring, and Fdr is the force between a source disk and an
observer element ring.
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FðrÞ ¼ 1
ε0

Z
V 0

rðr0ÞGðr; r0Þd3r0; (4)

where G(r,r0) is the Green’s function for the Laplace’s equation
inside a grounded metallic pipe, which must satisfy

V2Gðr; r0Þ ¼ �dðr� r0Þ (5)

and the homogeneous Dirichlet boundary condition

�
Gðr ¼ aÞ ¼ 0
Gðz/�NÞ ¼ 0 : (6)

2.1. Green’s functions

The derivation of the present Green’s functions is briefly
described in the appendix. Here, we discuss about the type of
expansion used in the two equivalent Green’s function represen-
tation. For the disc problem, we used the following Green’s function

G1ðr;r0Þ ¼
1

2pa

XN
m¼�N

XN
n¼1

Jm
�
xm;nr=a

�
Jm
�
xm;nr0=a

�
xm;nJ2mþ1

�
xm;n

�

�ejmð4�40Þe
�xm;n

a

��z�z0
��
; (7)

while, for the ring problem, we used

G2ðr; r0Þ ¼ 1
2p2

XN
m¼�N

ejmð4�40Þ
ZN

0

�
Kmðkr>Þ �

KmðkaÞ
ImðkaÞ Imðkr>Þ

�

� Imðkr<Þcos½kðz� z0Þ�dk; (8)

where r>(r<) is the larger (smaller) of r and r
0
[8,9]. Jm() is the

ordinary Bessel’s function of orderm, while xm,n is its n-th zero. Im()
andKm() are the modified Bessel’s functions of the first and second
kind, respectively, and order m.

Onemayverify that Eqs. (7) and (8) are numerically identical. The
use of ordinary Bessel’s functions in Eq. (7) and modified Bessel’s
functions inEq. (8) is due to thekindof expansionused in theGreen’s
function construction. In Eq. (7), we expanded G1(r,r0) in terms of
radial and azimuthal eigenfunctions, solutions of the Laplace’s
problem inside the metallic pipe. In Eq. (8), we expanded G2(r,r0) in

terms of azimuthal and axial eigenfunctions, solutions of the Lap-
lace’s problem for the samecase.Whenweanalyze thediscontinuity
of thefirstderivativeof theGreen’s function, i.e., theelectricfield,we
find that it becomes noisy when z tends to z0, while the field derived
from Eq. (8) becomes noisy when r tends to r0. Depending on the
problem, one or other approach may be more suitable.

2.2. Electric potentials

The electric potential generated inside the metallic pipe by
a disc of radius bd and electric charge qd on the axial position zd is
obtained using Eqs. (7) and (3) in Eq. (4), resulting in

Fdðr; zÞ ¼ qd
pε0bd

XN
n¼1

J1
�
x0;nbd=a

�
x20;nJ

2
1

�
x0;n

� J0
�
x0;n
a

r

	
e
�x0;n

a

��z�zd
��
: (9)

On the other hand, the electric potential generated inside the
metallic pipe by a ring of radius br and electric charge qr on the axial
position zr is obtained using Eqs. (8) and (2) in Eq. (4), resulting in

which is numerically identical to Eq. (9) in [5], however with
different behavior with respect to convergence as the observer gets
closer to the source position.

2.3. Electric fields

The electric field generated by a disc having radius bd with
a charge qd at zd inside the metallic pipe writes EdðrÞ ¼ Edr ðr; zÞr̂þ
Edz ðr; zÞẑ, where

Edrðr; zÞ ¼ qd
pε0abd

XN
n¼1

J1
�
x0;nbd=a

�
x0;nJ21

�
x0;n

� J1
�
x0;n
a

r

	
e�

x0;n
a jz�zdj; (11)

Edz ðr;zÞ¼
z�zd
jz�zdj

qd
pε0abd

XN
n¼1

J1
�
x0;nbd=a

�
x0;nJ21

�
x0;n

� J0
�
x0;n
a

r

	
e�

x0;n
a jz�zdj: (12)

Additionally, the electric field generated by a ring having radius
br with a charge qr at zr inside the metallic pipe is written as
ErðrÞ¼Errðr;zÞr̂þErzðr;zÞẑ, where

We also present, in the results section, plots of the electric field
for disc and rings together with a comparison with numerical

Frðr; zÞ ¼ qr
2p2

ε0

8>>>>>><
>>>>>>:

ZN

0

�
K0ðkbrÞ �

K0ðkaÞ
I0ðkaÞ

I0ðkbrÞ
�
I0ðkrÞcos½kðz� zrÞ�dk; 0 � r � br

ZN

0

�
K0ðkrÞ �

K0ðkaÞ
I0ðkaÞ

I0ðkrÞ
�
I0ðkbrÞcos½kðz� zrÞ�dk; br � r � a;

(10)

Errðr; zÞ ¼ qr
2p2

ε0

8>>>>>><
>>>>>>:

�
ZN

0

�
K0ðkbrÞ �

K0ðkaÞ
I0ðkaÞ

I0ðkbrÞ
�
I1ðkrÞcos½kðz� zrÞ�kdk; 0 � r < br

ZN

0

�
K1ðkrÞ þ

K0ðkaÞ
I0ðkaÞ

I1ðkrÞ
�
I0ðkbrÞcos½kðz� zrÞ�kdk; br < r � a

(13)

Erzðr; zÞ ¼ qr
2p2

ε0

8>>>>>><
>>>>>>:

ZN

0

�
K0ðkbrÞ �

K0ðkaÞ
I0ðkaÞ

I0ðkbrÞ
�
I0ðkrÞsin½kðz� zrÞ�kdk; 0 � r < br

ZN

0

�
K0ðkrÞ �

K0ðkaÞ
I0ðkaÞ

I0ðkrÞ
�
I0ðkbrÞsin½kðz� zrÞ�kdk; br < r � a

: (14)
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results from a finite element 3D electrostatic solver [3]. We show an
additional comparison between Eqs. (13) and (14) and electric field
equations Eq. (12) given in [5], in order to show the difference
between the two approaches when the observer gets closer to the
source ring.

2.4. Electric forces

Since the expressions for the electricfields produced by rings and
discs have been derived, the electric force between a pair of these
particles can be calculated using Eq. (1). Considering a source disc
with electric charge qd,s and radius bd,s on the axial position zd,s, the
force applied on another discwith electric charge qd,o and radius bd,o
on the observer axial position zd,o is given by Fdd ¼ Fddẑ, where

Fdd ¼ zd;o � zd;s��zd;o � zd;s
�� 2
pε0

qd;sqd;o
bd;sbd;o

�
XN
n¼1

J1
�
x0;nbd;s=a

�
J1
�
x0;nbd;o=a

�
x20;nJ

2
1

�
x0;n

� e�
x0;n
a jzd;o�zd;sj: (15)

If both discs have the same electric charge and radius, Eq. (15)
becomes more compact. Considering now a source ring with elec-
tric charge qr,s and radius br,s on the axial position zr,s, the applied
force on a ring element with electric charge qr,o, radius br,o, on the
axial zr,o, and azimuthal 4r,o observer positions, is given by
Frr ¼ Frrr r̂ð4r;oÞ þ Frrz ẑ, where

The force that a disc of radius bd and electric charge qd in the
source axial position zd apply on the ring element with radius
br > bd and electric charge qr in the axial zr,o, and azimuthal 4r,o

observer positions, is given by Fdr ¼ Fdrr r̂ð4r;oÞ þ Fdrz ẑ, where

Fdrr ¼ qdqr
pε0abd

XN
n¼1

J1
�
x0;nbd=a

�
J1
�
x0;nbr=a

�
x0;nJ21

�
x0;n

� e�
x0;n
a jzr�zdj; (18)

Fdrz ¼ zr � zd
jzr � zdj

qdqr
pε0abd

XN
n¼1

J1
�
x0;nbd=a

�
J0
�
x0;nbr=a

�
x0;nJ21

�
x0;n

� e�
x0;n
a jzr�zdj:

(19)

Plots of the force between pairs of each particle and a compar-
ison with numerical results from a 3D electrostatic solver are
shown the results section.

3. Results

In this section, we show plots for the expressions presented
above. Additionally, we compare the analytic results to numerical
ones obtained from a finite element 3D electrostatic solver [3].
Furthermore, for the ring case, we showa comparisonwith referred
expressions, which are Eqs. (9) and (12) in [5]. In the following
plots, we defined the normalized electric potential as Fε0a/q, the
normalized electric field is Eε0a2/q, and the normalized electric
force is Fε0a2/qsqo. We also normalized the axial position as (zo�zs)/
a and the radial position as r/a.

3.1. Disc particle results

In these plots, the source disc always has radius bd ¼ a/2 and lies
on the axial position z ¼ 0. Fig. 2 shows the normalized radial
electric field as a function of the normalized radial position for two
axial positions. In z ¼ 0, we observe a noise in the analytic solution,
which is a characteristic of the expansion used in Eq. (7) [9]. In an
average sense, we verified an excellent agreement between
analytical and numerical results. In z ¼ bd, an excellent agreement
was also verified, except near the metallic pipe inner wall. This may
be due to poor mesh refinement in that region leading to a rela-
tively large staircase structure on the mesh boundaries. Fig. 3
presents the normalized axial electric field as a function of the
normalized axial position for two radial positions, which are r ¼ 0
(on axis) and r ¼ bd (the edge of the charged disc). We verified an

excellent agreement between analytical and numerical results.
Additionally, we verified no divergence near the disc surface. It is
due to the fact that when the observer becomes closer and closer to
the disc surface, the electric fields becomes similar to that of
a charged plane. Fig. 4 shows the normalized axial electric force
between two concentric charged discs as a function of the
normalized axial distance between then. The source disc is in
zd,s ¼ 0, while the observer disc approximates by negative axial
positions. We verify an excellent agreement between analytical and
numerical results. Additionally, the analytic electric force does not
diverge when the axial distance between the observer and the
source discs tends to zero, as expected.

3.2. Ring particle results

In these plots, the source ring always has radius br ¼ a/2 and
stands on the axial position zr ¼ 0. The electric field plots show the

Frrr ¼ qr;sqr;o
2p2

ε0

8>>>>>><
>>>>>>:

�
ZN

0

�
K0

�
kbr;s

� � K0ðkaÞ
I0ðkaÞ

I0
�
kbr;s

��
I1
�
kbr;o

�
cos



k
�
zr;o � zr;s

��
kdk; br;o < br;s

ZN

0

�
K1

�
kbr;o

� þ K0ðkaÞ
I0ðkaÞ

I1
�
kbr;o

��
I0
�
kbr;s

�
cos



k
�
zr;o � zr;s

��
kdk; br;o>br;s

; (16)

and

Frrz ¼ qr;sqr;o
2p2

ε0

8>>>>>><
>>>>>>:

ZN

0

�
K0

�
kbr;s

� � K0ðkaÞ
I0ðkaÞ

I0
�
kbr;s

��
I0
�
kbr;o

�
sin



k
�
zr;o � zr;s

��
kdk; br;o < br;s

ZN

0

�
K0

�
kbr;o

� � K0ðkaÞ
I0ðkaÞ

I0
�
kbr;o

��
I0
�
kbr;s

�
sin



k
�
zr;o � zr;s

��
kdk; br;o>br;s

; (17)
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main difference between our ring expression Eqs. (13) and (14) and
those presented in [5]. Fig. 5 shows the normalized axial electric
field generated by a ring source on axis (r ¼ 0) as a function of the
normalized axial position. A very similar result may be found in
Fig. 3 of [10], which used an approach based on elliptic integrals.
We observe that the reference expression [5] diverges when the
observer becomes axially close to the source, what generates
oscillatory noise on the axial force. On the other hand, Eq. (14)
presented a smooth behavior in the same region. Fig. 6 shows the
normalized radial electric field as a function of the normalized
radial position in z ¼ br. We observe that, in this case, our expres-
sion Eq. (13) diverges when the observer becomes radially close to
the source coordinate, while reference expression presents smooth
profile. Fig. 7 shows the normalized electric force between two
electrically charged and concentric rings. In the numerical results,
the source and the observer rings are identical. However, due to the
divergence of the ring expressions when the source and the
observer radial coordinates match, the observer ring has radius 2%
smaller than the source one in the analytical results. Even so, we

verified an excellent agreement between numerical and analytical
results. The discrepancy appears when the normalized axial
distance between rings tends to zero. For identical rings, the force
diverges, while for rings with different radii the force vanishes.

3.3. Force between ring and disc

Fig. 8 shows the normalized axial electric force on an electrically
charged ring with radius br ¼ a/2 due to an electrically charged disc
with radius bd ¼ a/4 at zd ¼ 0. Since the electric charges of both
particles are positive (or negative), the force between then is
always repulsive. As the ring approximates the disc, the force on it
grows up until a maximum and then diminishes until vanishes at
the same axial coordinate. When the ring passes over the disc, the
repulsive force turns to grow up until a maximum position and
then decays exponentially.

With respect to the time required to compute the forces, we can
point out a dramatically difference between numerical and
analytical calculations and a few time difference between integral

Fig. 4. The normalized electric force between two concentric charged discs as function
of the normalized axial distance between them.

Fig. 5. The normalized axial electric field on axis (r ¼ 0) as function of the normalized
axial position for an electrically charged ring with radius br ¼ a/2 at axial position
z ¼ 0.

Fig. 3. The normalized axial electric field as function of the normalized axial position
in two radial positions, which are r ¼ 0 (on axis) and r ¼ bd (the edge of the charged
disc).

Fig. 2. The normalized radial electric field as function of the normalized radial position
for two values of axial position, which are z ¼ 0 and z ¼ bd.
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and summation approaches. While integral and summation
expressions take just some seconds to compute a whole plot with
hundreds of points, a 3D electrostatic solver based on finite
element methods [3] spent about 16 h to compute the results in
Figs. 4 and 7 in a contemporary desktop computer. In the integral
approach, the oscillatory noise problem may be mitigated by
increasing the upper limit of the integral. Indeed, in this case,
a higher upper limit means more computation time. Thus, a good
trade off relation must be found.

3.4. The surface charge density and cosine Fourier transforms

The surface charge density induced s(z) can be evaluated from
Eq. (11) or (13) by the definitionsðzÞ ¼ ε0n̂$Eða; zÞ, where n̂ is the
normal unity vector. So, using Eq. (11), one gets for the surface
charge density induced by the disc,

sdðzÞ ¼ ε0n$Edða;zÞ ¼ � qd
pabd

XN
n¼1

J1
�
x0;nbd=a

�
x0;nJ1

�
x0;n

� e�x0;n
a jz�zdj: (20)

and using Eq. (13), one obtains for the surface charge density
induced by the ring,

srðzÞ ¼ ε0n$Erða; zÞ ¼ � qr
2p2a

ZN

0

I0ðkbrÞ
I0ðkaÞ

cos½kðz� zrÞ�dk: (21)

As shown in Fig. 9, both surface charge densities are even
functions of (z�zd) and (z�zr), respectively, with their maximum
values at zd and zr. Similar results can be obtained if the Green’s
functions Eqs. (7) and (8) are used to evaluate s(z) instead of Eqs.
(8) and (7), respectively. Doing it, one gets the results for the disc
and ring surface charge density induced,

sdðzÞ ¼ � qd
p2a

ZN

0

1
k
I1ðkbdÞ
I0ðkaÞ

cos½kðz� zdÞ�dk; (22)

Fig. 8. The normalized axial electric force on an electrically charged ring with radius
br ¼ a/2 due to an electrically charged disc with radius bd ¼ a/4 standing at zd ¼ 0.

Fig. 9. The normalized induced charge densities on the inner pipe walls as a function
of the normalized axial position. Solid line is for the disc source and the dashed line is
for the ring source.

Fig. 7. The normalized axial electric force between two concentric electrically charged
rings. The observer ring has radius br,o ¼ 0.98br,s, where br,s is the source ring radius.

Fig. 6. The normalized radial electric field as function of the normalized radial position
and z ¼ br for an electrically charged ring with radius br ¼ a/2 at axial position z ¼ 0.

D.T. Lopes, C.C. Motta / Journal of Electrostatics 70 (2012) 166e173 171



and

srðzÞ ¼ � qd
2pa2

XN
n¼1

J0
�
x0;nbr=a

�
J1
�
x0;n

� e�
x0;n
a jz�zr j: (23)

By comparing Eqs. (20)e(22) and Eqs. (21)e(23), we can write
the following results for cosine Fourier transforms, that we believe
to be of some relevance. Indeed, at least to the author’s knowledge,
they were not previously published in Fourier transforms classic
handbooks [11e13],

ZN

0

1
k
I1ðkbdÞ
I0ðkaÞ

cos½kðz�zdÞ�dk¼
p
bd

XN
n¼1

J1
�
x0;nbd=a

�
x0;nJ1

�
x0;n

� e�x0;n
a jz�zdj;bd<a

(24)

ZN

0

I0ðkbrÞ
I0ðkaÞ

cos½kðz� zrÞ�dk ¼ 1
a

XN
n¼1

J0
�
x0;nbr=a

�
J1
�
x0;n

� e�
x0;n
a jz�zr j; br < a

(25)

4. Conclusion

In this paper,wepresented alternative expressions for the electric
potential, the field, and the force between disc and ring charge
distributions inside metallic pipe. These expressions are suitable for
2D or 2.5D space charge computation in pencil and hollow e-beams,
commonly used in MVEDs. Force expressions developed here pre-
sented excellent agreements with numerical results and with other
expressions, previously published in all cases, except when numer-
ical noise due to field divergence takes place. Present ring force
expressionswere developed in order to avoid oscillatory noisewhen
the field diverges by axial proximity between source and observer.
The time computation presented little difference between summa-
tion and integral approaches, but presented dramatic difference
between numerical and analytical approaches.
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Appendix

In order to obtain Eq. (8), we expand the Green’s function in
terms of axial and azimuthal eigenfunctions that are solutions of
the Laplace’s problem in cylindrical coordinates. Therefore, we can
write

G2ðr; r0Þ ¼ 1
2p

XN
m¼�N

ZN

0

Gmðr; k; r0Þejm4½cosðkzÞ þ sinðkzÞ�dk:

(A.1)

Substituting (A.1) in Eq. (5) and using orthogonality properties
for the eigenfunctions assumed, we find

1
r

d
dr

�
r
dGm

dr

	
�
�
k2þm2

r2

	
Gm ¼�dðr�r0Þ

r
pe�jm40 ½cosðkz0Þ

þsinðkz0Þ�; (A.2)

which is an one-dimensional equation for Green’s function
problem. To simplify (A.2) we can define a new expansion coeffi-
cient for (A.1) and solution for (A.2) as

gm ¼ Gm=pe�jm40 ½cosðkz0Þ þ sinðkz0Þ�: (A.3)

Then, if we observe the points where r ¼ r
0
, (A.2) becomes the

modified Bessel’s equation for, say, jm. The well known solution in
this case is

jmðr; k; r0Þ ¼ Aðr0ÞImðkrÞ þ Bðr0ÞKmðkrÞ; (A.4)

where Im(x) and Km(x) are the modified Bessel’s functions of the
first and second kind, respectively. In order to make the Green’s
function finite for 0 � r < r

0
, we set B(r0) ¼ 0.

On the other hand, to satisfy Eq. (6), for r0 < r � a, B(r0) ¼ �A(r0)
Im(ka)/Km(kr). Thus we can write jm(r,k,r0) for the two radial
regions inside the metallic pipe, i.e.,

jmðrÞ ¼
�
j1mðrÞ ¼ AImðkrÞ 0�r�r0
j2mðrÞ ¼ B½ImðkrÞKmðkbÞ� ImðkbÞKmðkrÞ� r0 �r�a

:

(A.5)

According to the Sturm-Liouville theory [14,15], the coefficient
gm(r,k,r0) is given by

gmðr; k; r0Þ ¼

8>><
>>:

�j1mðrÞj2mðr0Þ
pðr0ÞWðr0Þ ; 0 � r � r0

�j1mðr0Þj2mðrÞ
pðr0ÞWðr0Þ ; r0 � r � a

; (A.6)

where W(r0) is the wronskian determinant. Due to the Green’s
functions properties, one can verify that p(r0)W(r0) ¼ ABIm(ka).
Thus, developing (A.6), we found

gmðr; k; r0Þ ¼

8>><
>>:

ImðkrÞ
�
Kmðkr0Þ � KmðkaÞ

ImðkaÞ Imðkr
0Þ
�
; 0 � r < r0

Imðkr0Þ
�
KmðkrÞ � KmðkaÞ

ImðkaÞ ImðkrÞ
�
; r0 < r � a

(A.7)

Using (A.7), (A.3), (A.1), and a few more algebra, we find Eq. (8).
On the other hand, in order to obtain Eq. (7), we expand the

Green’s function in terms of radial and azimuthal eigenfunctions,
solutions of the Laplace’s problem in cylindrical coordinates. Thus

G1ðr; r0Þ ¼
XN

m¼�N

XN
n¼1

Gmðz; r0ÞJm
�
xm;nr=a

�
ejm4; (A.8)

where xm,n is the n-th zero of Jm(), that is the ordinary Bessel’s
function of order m. Substituting (A.8) in Eq. (5) and carrying out
the algebra, we find

V2G1ðr; r0Þ ¼
XN

m¼�N

XN
n¼1

�
d2Gm

dz2
� xm;n

a2
Gm

�
Jm
�
xm;nr=a

�
ejm4:

(A.9)

With the help of the orthogonality properties for the Bessel’s
function and for the exponential function, we can handle (A.9) to
obtain

d2Gm

dz2
�
�xm;n

a

2
Gm ¼ �dðz� z0Þ Jm

�
xm;nr0=a

�
pa2J2mþ1

�
xm;n

�e�jm40
: (A.10)

Then, if we look at that points where z s z0, (A.10) becomes
a simple eigenfunction problem. The well known solution in this
case is
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Gmðz; z0Þ ¼

8>><
>>:

G1mðz; z0Þ ¼ Amðz0Þe�
xm;n
a z; z � z0

G2mðz; z0Þ ¼ Bmðz0Þe
xm;n
a z; z � z0

: (A.11)

In order to determine the constants Am(z0) and Bm(z0), we
analyze the conditions for the continuity of the Green’s function
at z ¼ z0 and the value of the discontinuity of its first derivative at
the same position. After a lengthy, but well known algebra, we
obtain

Gmðz;r0Þ ¼

8>>>>><
>>>>>:

1
2pa

Jm
�
xm;nr0=a

�
xm;nJ2mþ1

�
xm;n

�e�jm40
e
xm;n
a ðz�z0Þ z�z0

1
2pa

Jm
�
xm;nr0=a

�
xm;nJ2mþ1

�
xm;n

�e�jm40
e�

xm;n
a ðz�z0Þ z� z0

: (A.12)

Substituting (A.12) in (A.8), we obtain the Green’s function
presented in Eq. (7).
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