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A B S T R A C T   

In proton beam treatments, the superposition of several weighted Bragg curves with different incident energies is 
required to homogeneously irradiate a large tumor volume, creating a spread-out Bragg peak (SOBP). This paper 
confirms on the suitability of two different methods to create SOBPs – Bortfeld/Jette’s and MCMC (Monte Carlo 
calculations and Matrix Computations), using Monte Carlo simulations performed with TOPAS and MCNP6.1. To 
generate the SOBPs, algorithms were developed for implementation of the two methods, which enabled to find 
the weights for thirty variations of SOBPs, categorized according to their width and maximum depths. The 
MCMC method used weight optimization in designing SOBPs to avoid negative values. In contrast, the Bortfeld/ 
Jette’s method yielded the SOBPs according to the variation of a power-law parameter (p) introduced by the 
range-energy relationship. Optimal values of p, from MCNP and TOPAS, were selected in order to retrieve SOBPs 
with the best smoothness and then related to those obtained from the literature. In comparing both methods and 
codes, dose homogeneity parameters (HOM) were used to examine the SOBP flatness and gamma analyses were 
employed to assess the dose deposition along its full extension. The results showed that the SOBPs designed using 
the MCMC method had better HOM values and computational performance for both codes when compared to the 
Bortfeld/Jette’s method. The gamma analyses highlighted significant differences between the entrance doses 
comparing the two different methods, for SOBPs with intermediate and high depths and small width. This 
evaluation was not possible with the HOM values alone, which stresses the relevance of a broad analysis to avoid 
unintended doses in healthy tissues.   

1. Introduction 

The adoption of accurate dose calculation and optimization tech-
niques is of utmost importance for the efficacy of radiotherapy treat-
ments, especially in all technology-driven modalities. In proton therapy, 
the three-dimensional relevance of dose distribution requires modula-
tion of beam fluency in each field in both the perpendicular plane and in 
depth (Lomax, 1999) The modulation considers the unique physical 
properties of protons, including the Bragg Peak (BP), which is described 
by a sharp and narrow increase in dose deposition at a specific depth in 
tissue. The final form of BP is actually complex and relies on the beam 
energy spread and scattering components properties of the beam de-
livery system (Paganetti, 2018). 

Due to the protons’ dosimetric characteristics, a superposition of 
several peaks with different energies is required to obtain a homoge-
neous longitudinal distribution over a large tumor volume, creating a 
spread-out Bragg peak (SOBP). The simple addition of Bragg curves 

shifted in depth is not adequate to yield a uniform dose distribution, to 
do so, it is necessary to assign weights to each individual curve. More-
over, the extent of the SOBP can be adjusted, depending on the target 
size to be covered, by altering the number of added peaks and recalcu-
lating the assigned weights. 

Passive scattering (PS) and uniform scanning (US) are two tech-
niques commonly used in the field of proton therapy to deliver a uniform 
dose to the tumor. Both systems use SOBP as the fundamental element 
for in-depth dose delivery. An SOBP is typically produced by either a 
continuously rotating range modulator wheel or a ridge filter. The 
pattern of transverse dose distribution is a major distinguishing feature 
between these two systems. In PS, protons are scattered laterally to 
create a homogeneous intensity beam using single or double scatterers 
designed geometrically and in composition to produce a wide beam. In 
addition, field-specific apertures and range compensators conform the 
dose to the target (Paganetti, 2018). On the other hand, US utilizes a 
magnetic field to scan the proton beam, and, in this system, the beam 
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intensity remains constant and is swept over the transverse area of the 
treatment field of the patient in continuous scan line passes (James et al., 
2018; Moskvin et al., 2015). 

Regarding the applicability of the SOBPs research, in a recent paper, 
Yokokawa et al. (2019) proposed a new SOBP design method for 
low-energy regions, where the number of Bragg curves required to form 
the SOBP increases due to the sharpness of the peaks, and the range 
uncertainties greatly impact on the dose uniformity. They introduced a 
specially shaped mini ridge filter (MRF) to broaden the Bragg curves, 
reducing the required number of energy layers while keeping the distal 
falloff as sharp as possible. This simple system facilitates good dose 
uniformity and leads to higher efficiency of treatment time. Ghorbani 
et al. (2017) used MCNPX (Pelowitz, 2008) simulations to obtain Bragg 
curves that were weighted by an algorithm capable of solving a linear 
equations system. They investigated the differences between the SOBPs’ 
characteristics in water and tissues with density close to water. The re-
sults pointed out that planning systems should include other parameters 
besides the electron density to perform the dose calculation more 
accurately. 

Several other research papers have already addressed the problem 
concerning the production of SOBPs, in particular, the ones by Bortfeld 
and Schlegel (1996), Gardey et al. (1999), Pedroni et al. (2005), Hérault 
et al. (2007, 2005), Jette and Chen (2011), Rezaee (2018), and Velten 
and Tomé (2020). A number of them thoroughly describe the SOBPs 
algorithms used to weight the Bragg curves. Bortfeld and Schlegel 
derived a simple analytical approximation for the depth–dose distribu-
tion of SOBP proton beams. Jette and Chen modified the former 
analytical expressions and arbitrarily varied the recommended power 
law parameter (p) therein, which relates the proton range to its energy, 
and succeeded in creating satisfyingly uniform SOBPs using MCNPX. 
Posteriorly, Velten and Tomé performed simulations with TOPAS time 
features (Perl et al., 2012) and, when using Jette and Chen power law 
parameter, they were unable to reproduce the flat SOBPs. Hence, they 
investigated new different optimal values for p. In contrast to those 
methods, Rezaee used simulated Bragg curves, for oxygen ion beams, to 
introduce a numerical method that relates Monte Carlo calculations and 
Matrix Computations (MCMC). This method allowed the yield of smooth 
SOBPs, which were later compared to those produced with Jette and 
Chen’s analytical model. 

The development of dose optimization algorithms is characterized as 
a solution that allows comparing the influence of different mathematical 
models in the treatment efficiency. In particular, SOBP algorithms 
enable the observation of how different models distribute doses across 
the entire depth extension of the tumor, thereby ensuring that the tumor 
is uniformly irradiated and preventing the presence of hot or cold dose 
spots. A commercial system cannot perform such a comprehensive 
analysis of the influence of mathematical models because users cannot 
access or modify all parameters used in the dose calculations. In this 
scenario, the present study reports on the suitability of two algorithms 
with different methods for creating protons SOBPs – Bortfeld/Jette’s and 
MCMC. Dose uniformity was achieved using weighted Bragg curves 
obtained from simulations performed with two Monte Calo (MC) codes: 
TOPAS and MCNP6.1 (Pelowitz, 2013). 

The comparison of two different Monte Carlo codes permits obser-
vation of their respective approaches to the same problem to verify 
whether the codes correctly simulate the physics of the system. In this 
study, the default parameters of both codes were maintained to ensure 
that there was no significant modification to the physics in the simula-
tions. Our findings indicate that TOPAS and MCNP show good agree-
ment, with a relative difference of about 2% between the ranges of the 
two codes (see section 3.1). Moreover, comparing the performance of 
different codes allows the optimization of computational resources. 
Since MCNP6.1 is unable to run multi-threaded simulations with its 
built-in code features when using a proton source, TOPAS produced 
faster simulations, making it more suitable for real clinical case studies 
that require time-saving treatment solutions. Lastly, when experimental 

measurements are unfeasible, the comparison of two Monte Carlo codes 
is imperative to confirm the validity of the simulation results and 
ascertain information regarding the sources of error and potential 
biases. 

In analog mode, the analysis of two different algorithms of dose 
optimization methods is essential to evaluate their performance, accu-
racy, and reliability in radiation dose estimation. Therefore, initially in 
this study, by deriving the dosimetric parameters from the range-energy 
relationship (α and p - explained in section 2.4), we were able to 
calculate the Bragg curves weights according to the Bortfeld/Jette’s 
formulas. The variation of the p-value served as a basis for the analysis of 
the SOBPs flatness, comparing the different MC codes results and also, 
the values previously reported in the literature. The second method in 
this study, MCMC, did not require the variation of parameters related to 
the weight calculation, it only used the Bragg curves to design the SOBPs 
and discarded possible negative weight values. 

The purpose of the present study is to assess two different methods 
for calculating the weights of SOBPs, similarly outlined by Rezaee, and 
to estimate the differences between the dose deposition predictions of 
SOBPs from MC simulations using MCNP and TOPAS codes. The 
developed algorithms are described in detail using flowcharts to provide 
the reader with comprehensive insight into both methods and their 
various components. It is intended that the simplicity and easy imple-
mentation of the algorithms can potentially act as inspiration for the 
development of new applications, thereby contributing to knowledge 
advancement within the field. This paper also includes the energy-range 
relationship curves for each MC code, which are not commonly reported 
in related studies. These curves confirm that the obtained α and p pa-
rameters are consistent with the ones described in reference literature, 
supporting the physics used in the simulations. A set of p-optimal pa-
rameters was also provided to obtain different widths and depths of flat 
SOBPs in water using the TOPAS and MCNP codes, highlighting the 
difference between these codes and p-optimal values presented in the 
literature. Apart from comparing MC simulations and SOBP methods, 
this study evaluated the results using two parameters: dose homogeneity 
(HOM) and gamma analysis. The first analyses the plateau of the proton 
SOBP, and the latter assesses the dose deposition in the SOBP full 
extension, which is not broadly discussed in papers presenting methods 
to create SOBPs despite its common use in clinical practice. The inclu-
sion of gamma analysis stressed the relevance of a broad dose evaluation 
to avoid unintentional ones in healthy tissue, especially concerning the 
entrance doses. 

2. Materials and methods 

2.1. Monte Carlo codes 

Two MC codes were used to calculate the energy deposition that 
arises from monoenergetic proton beams in this study: TOPAS (Perl 
et al., 2012) and MCNP (Pelowitz, 2013). In simulations with both 
codes, the geometry and the scoring volumes were identical, and they 
were performed with as many default physics parameters as possible. 
These descriptions are presented in the following sections. 

2.2. TOPAS 

TOPAS (Perl et al., 2012) (version: 3.7.0) is an application, written in 
C++ language, that extends the tools used by the Monte Carlo code 
GEANT4 (Agostinelli et al., 2003; Allison et al., 2016) (version 10.06. 
p03) to simulate radiation transport. Thus, TOPAS relies on the same 
physical models, processes, and interaction cross sections present in 
GEANT4. 

TOPAS default physics list was defined based on extensive validation 
of the code against experimental measurements for proton therapy and 
were therefore used in all simulations (Testa et al., 2013, 2014). That list 
employs g4em-standard_opt4 for electromagnetic physics, g4decay for 
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radioactive decay processes of all long-lived nuclei, g4h-elastic_HP for 
elastic scattering of hadrons, g4h-phy_QGSP_BIC_HP for nuclear in-
teractions using Binary Intranuclear Cascade (BIC) Model, g4ion-binar-
ycascade for nuclear interactions using binary cascade for light ions, and 
g4stopping to provide the nuclear capture of negatively charged particles 
at rest (Jarlskog and Paganetti, 2008). 

The default physics list includes models that can handle the transport 
of protons and various secondary particles such as neutrons, electrons, 
tritons, photons, alphas, etc., through matter. The simulations used only 
proton beams as a source but had no restrictions on the types of particles 
that were scored. 

The output files from the TOPAS simulations provided data from the 
EnergyDeposit scorer, which tallies the sum of all deposited energies in a 
given volume in MeV.particle− 1 units, from all particle types. 

2.3. MCNP 

MCNP is a general-purpose radiation-transport code, written in 
Fortran and C, and based on the MC method, which enables, in its 
version 6.1 (Pelowitz, 2013), multigroup/adjoint transport of protons, 
neutrons, photons, and electrons, among other particles, over broad 
ranges of energies. 

MCNP6.1 is not capable of running multi-threaded simulations 
involving heavy charged particles (Zieb et al., 2018). It is worth noting 
that in the radiotherapy community, the term “heavy charged particles” 
is not generally used to refer to protons, in contrast to MCNP. Instead, 
this term is commonly used to describe ions, such as carbon or oxygen. 

As the built-in code features of MCNP6.1 do not provide a prompt 
solution to parallelizing simulations, when using a proton source, a 
viable solution could be implemented by generating multiple simula-
tions with distinct seeds, which will produce varied results. These results 
can subsequently be combined into one through the use of in-house 
scripts. In this study, while it was possible to manually parallelize sim-
ulations to increase the number of particle histories, no major statistical 
errors related to the simulations were detected. The code’s built-in 
functionality was instead utilized to transport primary and secondary 
protons (identified by the symbol H), as well as neutrons (N), photons 
(P), electrons (E), and heavy ions (#). 

Default physics parameters were kept, but, for protons, the upper 
energy limit for transport was set to 250 MeV in all simulations. Also, 
table-based physics was enabled, so physics models were used for en-
ergies above 10− 3 MeV and data tables for those below this value. Light 
ion recoil control from elastic scattering was set to 0.5 and the stopping 
power energy spacing (efac) was set to 0.99 to increase the sampled 
points in multiple-scattering tables, yielding smoother Bragg curves. The 
only parameters changed in neutron physics was light-ion and heavy-ion 
recoil and NCIA control (coilf) that was set to 1.5, and table-based 
physics cutoff, which uses physics models for energies above 10− 3 

MeV and data tables for lower energies. In photon physics, Doppler 
energy broadening was disabled and, for all other particles transported, 
the physical parameters were identical to the default. 

The requested libraries provide validated data of cross-section in-
teractions, whether they are based on measurements or nuclear models. 
Those adopted in the simulations were endf70 (70 h) for protons and 
endf60 (60c) for neutrons. 

The results were tallied in MCNP using tmesh tally type 3, which 
scores the energy deposited per volume (in units of MeV.cm− 3.parti-
cle− 1) coming from all primary and secondary particles tracked in the 
problem. This defined virtual mesh had the same dimensions as the 
scored volumes in the simulations performed with TOPAS. 

2.4. Simulations settings 

The phantom geometry designed in simulations is shown in Fig. 1. 
The outside world is a vacuum cube with dimensions 3.0 × 3.0 × 3.0 m3 

and the phantom in it has a rectangular shape of 20.0 cm at each side (x 

and y) and length (ztotal) of 40.0 cm. This phantom was filled entirely by 
water and divided into slices in the z direction (Δz), with thicknesses of 
0.01 cm for energies less than or equal to 100 MeV and 0.05 cm for the 
other energies between 100 MeV and 250 MeV. The radiation source for 
all simulations was a flat cylindrical beam (0.2 cm radius) of mono-
energetic protons with no angular divergence. Proton pencil beam, 
along the z -axis, travels 5.0 cm (denoted as SSD in Fig. 1) until it hits the 
anterior face of the phantom. 

In order to evaluate the depth-dose distribution in the beam axial 
direction, the results were scored in each mesh bin set, i.e., with di-
mensions of 20.0 × 20.0 x Δz cm3. TOPAS scored the results on a mesh 
defined in the simulation geometry itself, while the mesh used in MCNP 
was virtual, but both had identical bin volumes according to the incident 
energy. It is important to recognize that alternative simulation geome-
tries, such as positioning the proton source further from the phantom 
and in air, may yield wider Bragg peaks owing to the intrinsic diver-
gence from the beamlets. However, this occurrence does not hinder the 
exploration of SOBP optimization techniques. Rather, it emphasizes the 
necessity of having a sufficient distance between the peaks to prevent 
undue overlap. Similarly, it is feasible for the proton source to possess 
dimensions within a few centimeters, given that there is a sufficiently 
sizable area scorer to measure the accumulated dose on the slices. The 
selection of monoenergetic beams and general geometry outlined in this 
study was a deliberate choice made to facilitate accurate comparisons 
with existing literature. 

Two example sets of normalized depth-dose distributions are shown 
in Fig. 2, each containing 11 pristine Bragg curves spaced by 2 MeV 
increments. The first has a minimum energy of 80 MeV and a maximum 
of 100 MeV, which define the Bragg peaks at positions z = 5.15 cm and 
z = 7.66 cm. In the second set, the Bragg peaks extend from z = 10.58 
cm to z = 13.88 cm, corresponding to 120 MeV and 140 MeV, respec-
tively. Considering both sets, it is possible to observe clearly how the 
energy straggling effect acts on the Bragg peak widths due to statistical 
variations in the proton energy loss, causing a spread in the energy 
distribution, which makes the peaks narrow for lower energies and 
thicker for higher ones (Newhauser and Zhang, 2015; Paganetti, 2018; 
Sawakuchi et al., 2008). 

As an example, the total doses, calculated by summing all 11 pristine 
Bragg curves, are also shown in Fig. 2. Both sums do not have the 

Fig. 1. Schematic representation of the geometry used in TOPAS and MCNP 
simulations (not to scale). A monoenergetic proton beam impinges on a water 
phantom coming from a vacuum medium. The deposited energy was computed 
in all z-axis bins. 
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necessary flatness requested by the SOBP, so it is mandatory to assign 
weights that modify the intensity of each curve. Even disregarding the 
weight factors that should be assigned, it is possible to predict that the 
first set in the graph will present more dose fluctuations regions due to 
the narrower peaks, directly impacting the SOBPs’ smoothness. To 
address this issue, in this study, 21 distinct incident proton energies were 
adopted for each SOBP, so that adequate homogeneity was possible 
while avoiding large gaps between the peaks. 

In the light of these considerations needed to build a SOBP, the 
simulations were divided into two main steps. In the first step, raw data, 
extracted from the MCNP and TOPAS simulations outputs, were used to 
establish a correlation between the incident energy and the range po-
sition of each beam, referred to as the range-energy relationship 
(detailed in the following section 2.4). For that, incident energies 
ranging from 20 MeV to 250 MeV, spaced in 2 MeV increments were 
considered, leading to 232 simulations for each code. 

In the second step, simulations were partitioned into 30 groups. The 
reason behind this was that, as done by Jette and Chen (2011) and, 
Velten and Tomé (2020), SOBPs were built for five maximum depths, i. 
e., with five maximum proton energies (E0 = 50 MeV, 100 MeV, 150 
MeV, 200 MeV, and 250 MeV); for each of these energies, six widths of 
SOBPs were assigned (χ = 15%, 20%, 25%, 30%, 35%, and 40%). The 
widths of SOBPs (χ) are conventionally defined in the literature as a 
percentage of the range (R0) of the highest energy peak (E0) that com-
poses it. Therefore, in case a SOBP had to be designed with a width of 
6.0 cm, with its highest energy having a range of R0 = 20 cm, χ would be 
30% and the SOBP would extend from the depth (1 − χ).R0 (in the 
example: (1 0.3) . 20 = 14 cm) to the depth R0. 

In addition, the second step used the correlation between range and 
energy, obtained in the first one, to establish the incident energies 
needed to compose the simulations. Altogether, 770 simulations (from 
TOPAS and MCNP) were generated and analyzed, which allowed the 
SOBP weighting factor to be controlled and easily modified by script 
written in Python programming language (Rossum, 1995). 

2.5. Data analysis 

To assess and compare the flatness of the distinct SOBPs, we used the 
dose homogeneity parameter (referred to as HOM) described by Rezaee 
(2018). This parameter can be defined as the ratio between the lowest 
and the highest dose calculated within 80% of the SOBP, i.e., between 
the points from (1 − 0.9χ).R0 to (1 − 0.1χ).R0. Gamma analysis was also 
used to compare the differences in results for all codes and methods, 

since it can evaluate the entire longitudinal dose profile and not only the 
SOBP plateau as HOM does. 

Reference indices have been adopted along this paper to designate 
the analyzed set of data according to method and code used to produce 
them. The indexes and the names of the corresponding sets are presented 
in Table 1. The details of both methods used as well as their parameters 
will be explained in the following sections. 

2.6. Bortfeld and Jette’s method 

In their paper, Bortfeld and Schlegel (1996) introduce an analytical 
expression for weighing individual Bragg peaks as a function of range, 
which is essential for creating a SOBP with the desired width and depth. 
Such an analytical approach was derived from the single assumption 
that the range of a proton beam can be directly related to its initial 
energy and the medium where the transport of radiation occurs. A 
simple power law, known as range-energy relationship (Bortfeld, 1997; 
Newhauser and Zhang, 2015), can be used to describe this relationship, 
as given by: 

R(E)= αEp (1)  

In Eq. 1, R(E) is the proton range, E is the initial energy of the proton 
beam and the exponent p is an energy-dependent parameter (dimen-
sionless). For energies up to 10 MeV, this relationship is known as 
Geiger’s rule and has p = 1.5. For proton in therapeutic beam energies 
the exponent becomes p ≈ 1.7–1.8 (Evans, 1955; Ulmer, 2007). More-
over, in Eq. 1, the parameter α, given in cm/MeVp, is a 
material-dependent constant since it is inversely proportional to the 
mass density of the medium (Bortfeld, 1997). 

In 2011, Jette and Chen modified the analytical model proposed by 
Bortfeld and Schlegel in order to improve the flatness of the SOBP. To 
this end, they considered that the SOBP need to be divided into n equal 
intervals and the range of monoenergetic beams has to correspond to the 
depth of the ends of these intervals. Thus, the intervals employed are: 

rk =

[

1 −
(

1 −
k
n

)

χ
]

.R0 (2)  

Where R0 is the range of the highest energy peak; χ is a percentage of 
that range, which corresponds to the width of the SOBP; n is the number 
of energy intervals (the total number of beams is equal to n+ 1, and, in 

Fig. 2. Proton depth-dose profiles for different incident energies split into two 
sets with 11 curves each. The total dose for each set, calculated as a sum of the 
curves, is also presented still without the weight factors that feature a homo-
geneous SOBP. 

Table 1 
Reference indices used to represent each dataset, sorted according to the method 
and code used.  

Reference 
Index 

Method and Codes used in the Dataset 

JetteT-org Simulations performed with the TOPAS code that used Bortfeld and 
Jette’s method to calculate the SOBPs weights (w), with original 
p-value (p = 1.75). 

JetteM-org Simulations performed with the MCNP code that used Bortfeld and 
Jette’s method to calculate the SOBPs weights (w), with original 
p-value (p = 1.75). 

JetteT-opt Simulations performed with the TOPAS code that used Bortfeld and 
Jette’s method to calculate the SOBPs weights (w), with optimal 
p-value. 

JetteM-opt Simulations performed with the MCNP code that used Bortfeld and 
Jette’s method to calculate the SOBPs weights (w), with optimal 
p-value. 

JetteM-Tw-org Simulations performed with the MCNP code that used the weights 
obtained in JetteT-org to calculate the SOBP. 

JetteM-Tw-op imulations performed with the MCNP code that used the weights 
obtained in JetteT-opt to calculate the SOBP. 

MCMCT Simulations performed with the TOPAS code that used MCMC’s 
method to calculate the SOBPs weights (w). 

MCMCM Simulations performed with the MCNP code that used MCMC’s 
method to calculate the SOBPs weights (w). 

MCMCM-Tw Simulations performed with the MCNP code that used the weights 
obtained in MCMCT to calculate the SOBP.  
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this paper, n = 20) and k is the k-th beamlet that will be used to build the 
SOBP, so k = (0, 1,2,…,n). 

In this study, once the rk values were calculated, a linear interpola-
tion was done to obtain the energies corresponding to that range (Ek), 
using data from the TOPAS simulation as a reference. Subsequently the 
weights of proton beams with several initial energies were computed by 
the following formulas: 

wk =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1 −

(

1 −
1
2n

)1− p− 1

[

1 −
1
n

(

k −
1
2

)]1− p− 1

−

[

1 −
1
n

(

k +
1
2

)]1− p− 1

(
1
2n

)1− p− 1

k = 0
k = 1, 2,…, (n − 1)
k = n

(3) 

The parameters exhibited in Eq. 3 are the same as those in Eq. 1 and 
2. 

Several studies have shown that setting a single p-value can produce 
SOBPs with non-optimal flatness and smoothness even when applied to a 
single particle type (Jette and Chen, 2011; Rezaee, 2018; Velten and 
Tomé, 2020). When varying the p -parameter to design an SOBP with the 
desired width and depth, it is possible to establish a value that achieves 
adequate dose homogeneity in its plateau. Therefore, it is challenging to 
develop a single way to set a p-value that could be incorporated into 
treatment planning systems. 

In this paper, the presented method will be referred only as Jette’s 
method for convenience. As mentioned in a previous section, it was used 
to create thirty SOBPs with distinct depths and widths by both MC codes. 
For each one of these groups of SOBPs, the p-value varied from 1.2 to 2.0 
in 0.01 steps, changing the weights assigned to the pristine Bragg curves 
(according to Eq. 3) and allowing the selection of an optimal p-value that 
would produce the most uniform SOBP for that group. 

The flowchart shown in Fig. 3 outlines the details of the algorithm 
developed for the Jette method, mainly highlighting the procedure for 
varying the p-parameter, and how the optimal p-value was chosen ac-
cording to the HOM parameter. In addition, the weights, the SOBP curve 
and the HOM generated through the original value of p (the one obtained 
by the first group of simulation runs - section 2.2) were stored for later 
comparisons. 

2.7. MCMC method 

Rezaee’s (2018) introduces a numerical method for computing the 
weights of the Bragg curves to compose an SOBP. This numerical method 
is a combination of MC calculations and matrix computations and is 
called MCMC method. 

The MCMC method states that to define appropriate weights, it is 
first necessary to create a matrix D. This matrix D is square, with di-
mensions (n + 1)× (n + 1), and it considers only the points within the 
SOBP width. Here, n is still the number of energy intervals. The elements 
in D, represented by Dk,i refer to the amount of dose delivered by the 
beam with energy Ei, at point rk. The rk points are the exact locations of 
the Bragg peaks obtained from MC simulations. Fig. 4 illustrates the 
assigned values for some elements in D. 

In this present study, the outputs from the simulations were inserted 
into a given matrix M, containing the data from the 21 pristine Bragg 
curves, with dimensions (ztotal /Δz)x21, where ztotal/Δz rows correspond 
to the longitudinal dose profile slices which make up the calculated 
Bragg peak curve. In this paper, matrix M assumed dimensions of 
(4000x21) for energies less than or equal to 100 MeV and (800x21) for 
the other energies between 100 MeV and 250 MeV. Thus, the matrix D 
was directly extracted from M because the selected rows in M corre-
sponded to the positions of all Bragg peaks. 

The MCMC method has been slightly adapted in this study, but like in 

other studies (Gardey et al., 1999; Golub and Reinsch, 1971), it attempts 
to solve the equation: 

D×w = dmax (4)  

Where D is the matrix previously explained in this section, w is a vector 
containing the beam weights and dmax is a vector representing the 
prescription dose. Eq. 4 addresses the matrix form of the problem that 
can also be represented by the following linear equations, generated at 
all points in the depth rk where there is a BP: 
⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

D0,0w0 + D0,1w1 + D0,2w2 + … + D0,nwn = 1
D1,0w0 + D1,1w1 + D1,2w2 + … + D1,nwn = 1
D2,0w0 + D2,1w1 + D2,2w2 + … + D2,nwn = 1

…
Dn,0w0 + Dn,1w1 + Dn,2w2 + … + Dn,nwn = 1

(5) 

In Eq. 5, the dmax values appears to be equal to 1 for all equations, as 
initially adopted for this study, corresponding to a SOBP plateau of 
100%. In order to find the beam weight values we need to solve Eq. 4, so 
that: 

w=D− 1 × dmax (6) 

As can be seen in Eq. 6, the issue in determining the beam weights is 
that one must find the inverse of the matrix D. This system could 
generate negative values of w. Since negative weight values cannot be 
delivered, weights and the corresponding curves must be removed and 
then the optimization is recalculated. 

The flowchart shown in Fig. 5 outlines the details of the algorithm 
developed for the MCMC method, highlighting mainly the procedure for 
excluding the curves with negative weights. The algorithm is designed to 
keep the weights of the highest and lowest energy BP curves always 
positive to ensure that the width defined for the SOBP is satisfied. Also, 
the weights, the SOBP curve, and the calculated HOM were stored for 
later comparisons. 

3. Results and discussion 

3.1. Parameters from the range-energy relationship 

In the simulations, every pristine Bragg curve presented a statistical 
error for the calculated doses, inherent to the MC method. As the proton 
fluence decreases along its trajectory and undergoes a sharp fall near the 
end of the range, the number of particle interactions also drops after this 
region, increasing the statistical error according to the law of large 
numbers. For this reason, in this paper, the statistical uncertainties were 
evaluated until the R0.5 point, i.e., where the dose is equal to 0.5% of its 
maximum value. 

In the first simulations step, regarding the MCNP code, the error 
value was not greater than 2.0% in all extension of the curves until the 
R0.5 point, and for TOPAS, the maximum error up to the same point was 
1.96%. When considering the doses at the Bragg peaks, the maximum 
errors were approximately 0.13% for both codes. The error values were 
considered small enough, ensuring the accuracy of the estimated 
quantities and their locations in the geometry of interest. 

Fig. 6 shows the correlation between the proton beam’s incident 
energy and its range position.The simulation data, from both codes, 
were used to fit curves described by Eq. 1 through the method of 
nonlinear least squares, according to the Levenberg-Marquardt (LM) 
algorithm already implemented in Python (Rossum, 1995) by SciPy 
package (Virtanen et al., 2020). 

Along with the fits in Fig. 6, the values and uncertainties of the α and 
p parameters obtained are presented. To obtain such parameters through 
the LM algorithm, standard deviations were assigned to the depth points 
as being half the value of their bins, i.e. σz = 5.0 × 10− 3 cm for energies 
less than or equal to 100 MeV and σz = 2.5 × 10− 2 cm for all other en-
ergies higher than 100 MeV. The parameters values were very similar for 
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Fig. 3. Flowchart describing the steps involved in the implemented algorithm for weights calculation, variation of the p parameter, acquisition of the homogeneity 
ratio (HOM) and the SOBP curve for Jette’s method. 
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both MC codes and also when compared to those reported by Bortfeld 
(1997). From the acquired p (simulated data), even considering its un-
certainties, an original value could be defined as 1.75, which was used to 
observe the differences between the HOM with this fixed and initial p 
and with variable ones. 

In the bottom graph of Fig. 6 is shown the relative difference between 
the MCNP and TOPAS data for all energies, the latter code being adopted 
as reference for having been validated with experimental measurements 
(Testa et al., 2013, 2014). The largest relative differences occurred for 
the points with lower energies and still had values approximately 
around 2%, indicating good agreement between the ranges for the two 
codes. Similarly, by comparing the simulated data from both codes with 
those from Bortfeld’s, relative differences of up to 3.1% were found for 
the lower energies and about 2.3% for the higher ones (data not shown). 

In addition to the range analyses, maximum-to-plateau ratios were 
calculated for both MCNP and TOPAS (data not shown). As the name 
implies, the ratio was established using the maximum dose from the 
Bragg curve and the average dose at points characterizing the entrance 
dose plateau. This average was done with the initial points going up to 
10% of the BP distance; for instance, for the energy of 100 MeV with the 
BP at 7.66 cm, the average dose was calculated from the points corre-
sponding to 0 cm up to 0.76 cm. 

After obtaining the maximum-to-plateau ratio for both codes at all 
energies, the relative differences between them were calculated (data 
not shown). The results that exhibited higher relative differences were 
present at lower energies; at 30 MeV, this value reached 10%, which was 
the maximum value found. However, the overall mean relative differ-
ence was approximately 0.5%. The differences for low energies could 
potentially be associated with the radiation transport of each code, as 
the propagated statistical errors of the ratios reached only 0.7%. 

From the simulated TOPAS data, the ranges for the simulations in the 
second step were determined using Eq. 2, and a linear interpolation was 
done to calculate the energies matching this range. Thus, the TOPAS and 
MCNP simulations used the same set of incident energies to compose the 
30 groups of SOBPs. 

3.2. Spread-out Bragg peaks 

In the second simulations step, the analysis of all the pristine Bragg 
curves that composed the SOBPs using the TOPAS code led to a 
maximum error of 0.83% up to the R0.5 point, and for MCNP this value 
was 1.28%. As expected, the maximum errors in the Bragg peaks were 

smaller, standing at 0.06% and 0.08% for TOPAS and MCNP respec-
tively. The errors found were considered acceptable for designing SOBPs 
with sufficient accuracy. 

Simulations in the second step branched into several groups for each 
MC code, based on the highest incident energy (E0) and width (χ) of the 
SOBPs, as represented in Fig. 7. In the same figure, it is possible to notice 
the SOBPs yielded when the MCMC method and Jette’s method were 
applied, with the latter alternating the p -value chosen between optimal 
and original to weight the pristine Bragg curves. All the SOBPs shown 
were normalized by their corresponding value at middle point, i.e., at 
(1 − 0.5χ).R0, and then multiplied by arbitrary constants to avoid 
overlap between SOBP curves with different widths (χ). 

The MCMC method achieved suitable results for the coverage and 
flatness at the required widths for both codes. The Jette’s method with 
p-optimal reveals a coverage gap at the SOBPs extremes for low E0, 
especially when the wider ones are analyzed. As the E0 increases the 
inverse behavior is perceived, the dose increases at the extremes relative 
to the middle of the SOBPs. This small dip for high energies was also 
reported in the paper by Jette and Chen (2011) and Velten and Tomé 
(2020). 

In the curves of Jette’s method with p-original, for both MCNP and 
TOPAS codes, it is notable that the SOBP appears tilted specially for 
higher E0 and larger widths. This tilt was also described in Jette’s study 
and happens mainly because their analytical formulas for weighting the 
Bragg curves were derived from Bortfeld and Schlegel (1996), which 
initially did not consider the range straggling effect in proton beams. 

The correct dose estimation at the edges of the SOBP is primarily 
important to avoid unneeded radiation dose to healthy tissue, and, 
flatness in its extent ensures that the entire tumor will be irradiated 
homogeneously. In addition to the dose comparisons, both methods also 
differed in their computational performance. The time for running the 
algorithm concerning the Jette’s method was around hundredths of a 
second for each one of the 30 groups, but even so, because of the change 
in its p-parameter, this time was up to about 29 times longer than the one 
for the MCMC method for both codes. 

3.3. Variations in the p-parameter 

The suggestion to vary the p-parameter to produce a flatter and more 
homogeneous SOBP was first made by Jette and Chen (2011) to adjust 
its tilt due to the effect of energy straggling on dose deposition. As it was 
done in the aforementioned study, this paper adopted 0.01 steps be-
tween the analyzed p-values, and the maximum and minimum edges 
(2.0 and 1.2) were also based on the values already published by Jette 
and Velten and Tomé (2020). 

In Fig. 8 the dose homogeneity parameter of the resulting SOBPs 
(HOM) can be seen according to the p-value variation applied in the 
Jette’s weighting formulas. The point where each curve has a peak 
shows the highest HOM value, where the most appropriated p-value 
stands out. The original p-value (1.75), obtained with the first step of 
simulation runs, is indicated in all graphs by a black dotted line. The 
plots were also categorized according to the maximum energy among 
the incident beams composing the SOBP (E0), SOBP width (χ) and MC 
codes used in the simulations. 

In Fig. 8 graphs, it can be firstly observed that the HOM values 
derived from the change of p presented similar behavior when TOPAS 
and MCNP simulations were used. For lower E0 analyzed, in general, the 
highest HOM occurred when p-values were close to 1.75. For 50 MeV, 
the p-optimal for large widths of SOBPs start to diverge from the original 
one, which is also true for small widths at 100 MeV. In addition, as the E0 
increase, the p-optimal values decrease broadly for all SOBP widths. 
Table 2 summarizes the information in Fig. 8 and shows all p-optimal 
values defined according to the algorithm developed in this study, for 
both MCNP and TOPAS. 

The data from Table 2 confirm that the variation of the p parameter 
produced similar HOM values between the two codes since the p-optimal 

Fig. 4. Schematic of some of the points corresponding to the elements in matrix 
D, necessary for the weight’s calculation in the MCMC method. 
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Fig. 5. Flowchart describing the steps involved in the implemented algorithm for computation of the weights and exclusion of the negative ones, acquisition of the 
homogeneity ratio (HOM) and the SOBP curve for the MCMC method. 
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values obtained are also quite close, showing the largest relative dif-
ference of only 2.5% when TOPAS was adopted as reference. 

The results show that the p-optimal value varies strongly with the E0, 
i.e., the maximum depth of the SOBP and also with its width. Although 
the analytical method demands the variation of the p -parameter to 
obtain better HOM values, it still retains its merit, as initially stated by 
Bortfeld and Schlegel (1996), since it allows a fast acquisition of the 
curve weights. It can be useful in practical applications, for example, to 
provide an estimation for the immediate entrance dose (Fig. 7). 
Furthermore, despite the difficulty of defining a unique p-value for 
insertion into treatment planning systems, the weights obtained can be 
used as a first guess for iterative computations (Bortfeld and Schlegel, 
1996; Jette and Chen, 2011). 

After determining the optimal p-values, a comparison was made with 
previous results of this parameter reported in the literature, for the same 
maximum incident energy and the same width of the SOBPs, as shown in 
Fig. 9. It is important to mention that, similarly to this paper, in all 
studies when the maximum depth of an SOBP increases (i.e., E0 in-
creases) the p optimal values decrease for all SOBP widths. 

The greatest relative differences, displayed in the bar graphs of 
Fig. 9, occur when comparing the Jette’s p-optimal values and those 
from both codes in this paper. In Jette’s paper, 11 pristine Bragg curves 
(n = 10) were adopted to yield the SOBPs, unlike this study that used 21. 
Based on this, we investigated whether varying the number of Bragg 
curves used in the production of the SOBPs has an impact on the optimal 
p-value obtained. The new number of curves adopted was also 11, so 

Fig. 6. The upper part of the figure shows data from 
the TOPAS and MCNP simulations that correlate the 
beam range to the proton incident energy. These raw 
data were used to perform a fit following the range- 
energy relationship, where the parameters α and p 
were obtained. The same curve is also shown ac-
cording to the parameter’s values from Bortfeld, cited 
in the literature. The graph at the bottom shows the 
relative difference, expressed in percentages, between 
the simulated ranges obtained by MCNP and TOPAS, 
with the latter adopted as the reference.   

Fig. 7. Design of SOBPs calculated for different widths (χ) and at various depths (i.e., with different E0) using data simulated with MCNP and TOPAS and by applying 
different methods for weighting the pristine Bragg curves, these being: MCMC, Jette with p-optimal and Jette with p = 1.75 (original). 
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that no new simulations were needed. The same algorithm was used to 
recalculate the weights (Fig. 3) and although the HOM values decreased, 
especially for the larger SOBP widths, the maximum relative difference 
between the optimized p-values with 21 and 11 curves was only up to 
2.25% for MCNP and 1.68% for TOPAS (data not shown). Because of 
these small relative differences, the variation in the number of curves 
cannot be stated to impact greatly on the obtained optimal p-values. 

The observed differences between the data from this study and Jet-
te’s are presumably due to the different proton cross-section libraries 
and nuclear interaction physics models. The results of Jette’s paper used 
the LA150 library for proton energies up to 150 MeV and the Bertini/ 
Dresner physics model for higher energies, while this paper employed 
the default Cascade-Exciton Model (CEM03.03) for basically all energies 
except those below 1.0 keV, where table-based physics was used (section 
2.1.2) (Goorley et al., 2016). A few papers in the literature indicate that 
using different cross-section tables or physics models for nuclear in-
teractions can lead to large discrepancies between the responses of 
different codes (Shtejer et al., 2008) or even within the same code (Šolc, 
2019). Nevertheless, as in this paper, Titt et al. (2012) has shown that 
even without detailed selection of any physical parameters, i.e., keeping 
the default parameters, very similar results can be achieved between 

different MC codes, such as Geant4 and MCNPX. 
The small relative differences shown in Fig. 9 between the p -optimal 

parameters of this paper and those from Velten, could also be attributed 
to different physics models. The TOPAS version used in this study had as 
default the g4em-standard_opt4 physics list that uses the WentzelVI 
model (Ivanchenko et al., 2010) as well as the Goudsmit-Saunderson 
model (Goudsmit and Saunderson, 1940a, 1940b) for multiple scat-
tering, whereas the g4em-standard_opt3, used by Velten, makes use of the 
G4UrbanMscModel (Urban, 2002) for multiple scattering of all charged 
particles. 

Furthermore, in both Jette’s and Velten’s studies, the α and p pa-
rameters are cited as equal to that found by Bortfeld (p = 1.77 and α =

0.0022 cm/MeVp). Thus, the ranges and energies of the pristine Bragg 
curves could simply have been predicted with small differences tied to 
these parameters, which may differ from those obtained with the MC 
codes themselves. It might cause differences in the positions of the 
SOBPs and the widths, which has already been seen to significantly 
impact the p-optimal values obtained. 

3.4. Dose homogeneity parameter -HOM 

The dose homogeneity parameters (HOM) were obtained for all 30 
groups of SOBPs. The pristine Bragg curves of each of the groups, from 
both MCNP and TOPAS, were weighted according to the different 
methods considered in this study. The categorization of these analyses is 
thoroughly outlined in Table 1 and is also employed in Fig. 10 to 
describe all the HOM values resulted from such instances. 

Since HOM is a ratio between lowest and highest dose within 80% of 
the SOBP, values close to 1.0 indicate a desirable flatness in this region. 
The bar graphs of HOM values are markedly separated in Fig. 10 by two 
different methods - Jette’s and MCMC. For all groups, the MCMC method 
created SOBPs with better dose homogeneities when compared to all 
variations of the Jette’s method. This is mainly because Jette’s method 
only allows assigning weights that decrease in value as the incident 
beam energies that compose the same SOBP decrease, i.e., wk decreases 
as Ek. On the other hand, the MCMC method allows to choose the weight 
values according to the curves’ best optimization, regardless of the 
incident energies, thus enabling a greater flexibility of the algorithm that 
consequently generates better HOM values. 

The variation of assigned weights are quite different for the two 

Fig. 8. Dose homogeneity parameter (HOM) according to the p-values examined for all 30 groups of SOBPs, with six maximum incident energies (E0) and five distinct 
widths (χ), for the two MC codes used in this paper. The black dotted line indicates the original p-value (1.75) adopted in the first group of simulations (section 3.1). 

Table 2 
The optimal p-values used to create a SOBP with best possible dose homogeneity 
according to Jette’s method. In the second column named ‘Code’, the letters T 
and M represent TOPAS and MCNP codes respectively.  

χ Code Maximum Proton Energies (E0) 

50 MeV 100 MeV 150 MeV 200 MeV 250 MeV 

15% T 1.74 1.70 1.69 1.64 1.61 
M 1.75 1.70 1.67 1.61 1.57 

20% T 1.75 1.71 1.70 1.63 1.59 
M 1.76 1.71 1.67 1.60 1.56 

25% T 1.78 1.73 1.73 1.64 1.57 
M 1.78 1.73 1.70 1.61 1.55 

30% T 1.80 1.75 1.73 1.64 1.55 
M 1.83 1.75 1.70 1.61 1.54 

35% T 1.83 1.77 1.73 1.63 1.54 
M 1.86 1.76 1.70 1.61 1.52 

40% T 1.84 1.78 1.72 1.62 1.52 
M 1.87 1.78 1.70 1.60 1.51  
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methods. For example, in Jette method, the maximum ratio value be-
tween the highest and lowest weights is 33.8. This happens for the 
JetteM-opt with SOBP correspondent to E0 = 250 MeV and χ = 40%. For 
all instances of this method, the highest and lowest weights match those 
attributed to the Bragg curves with the highest (E0) and lowest (E20) 
energies, respectively. In contrast, for the MCMC method, the maximum 
ratio value between the highest and lowest weights was obtained from 
the curves for E0 and E2, and is 328.2. This value stands for the MCMCT 
with SOBP correspondent to E0 = 100 MeV and χ = 25%, and it em-
phasizes the versatility of the MCMC method. 

Still in Fig. 10, Jette’s method shows small differences when 
comparing HOM of SOBPs that used p-original value in the calculated 
weights for TOPAS (JetteT-org) and MCNP (JetteM-org). In fact, the 
weights based on the p-original did not vary according to the datasets 
from the codes used, since they depend only on the p-value, set at 1.75, 
and the number (related to k and n) of the proton beamlets. This small 
variation between JetteT-org and JetteM-org probably happens due to the 
linear interpolation done with Ek values from TOPAS (from the rk ranges 
– Eq. 2) to obtain the incident energies for the SOBPs that were also 
adopted in MCNP. The evidence of the equality between the weights 
calculated with original p happens when comparing the HOM values of 
JetteM-org and JetteM-Tw-org, since these are exactly the same for all 
groups. 

Still analyzing the HOM obtained according to Jette’s method with 
weights calculated using p-original, there is a decrease in their value for 
SOBPs with greater depths (related to E0) and widths (χ). This is a direct 
result of the dose tilt, meaning a dose increase at the SOBP’s proximal 
edges compared to the distal ones (see Fig. 7). The HOM value related to 
the lowest E0 and the larger widths also showed a decrease but now 
because of slightly higher doses at the SOBP distal portion (described in 
section 3.2). 

The SOBPs weighted by Jette’s method, showed significant im-
provements in HOM values when their pairs (MCNP e TOPAS), using 
computed weights base on p-optimal, were compared with those with 
p-original. However, when TOPAS weights with p-optimal are applied to 
the MCNP Bragg curves (JetteM-Tw-opt), the HOM values show a slight 
decrease or remains the same when compared to JetteM-opt. The same 
happens when analyzing only the MCMC method data, the HOM values 
show an overall decrease when comparing MCMCM-Tw and MCMCM, 
indicating that even small differences in the positions of the Bragg 
curves (seen through Fig. 6) slightly impact on obtaining an ideal SOBP 
smoothness. 

3.5. Gamma analysis 

Gamma analyses in 1D were performed so that the full extension of 

Fig. 9. Relative differences between the p-optimal values found in this paper, for the MCNP and TOPAS codes, and those already described in the papers by Jette and 
Chen (2011) and Velten and Tomé (2020). The differences were sorted according to the maximum incident energy and the SOBP width. The asterisks in the legend 
denote the data used as reference for the calculations. 
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the longitudinal dose profiles could be compared for some of the 
different data sets cited in Table 1. Fig. 11 shows, for each of the 30 
groups of SOBPs, gamma analyses between the results of JetteM-opt and 
MCMCM (indicated as A), JetteT-opt and MCMCT (B), JetteM-opt and 

JetteT-opt (C), and MCMCM and MCMCT (D). Therefore, the first two 
analyses (A and B) are comparing the methodologies as they use the 
weighted Bragg curves from the same code to design the SOBPs. In the 
same way, the last two analyses (C and D) are comparing the codes since 

Fig. 10. Dose homogeneity parameter (HOM) obtained for each one of the 30 groups of SOBP, classified according to its maximum incident energy and width, 
considering all investigated methods and MC codes described in Table 1. 

Fig. 11. 1D Gamma analyses of the energy deposition of 30 groups of SOBPs, categorized initially according to their depth (related to E0) and width (χ). For each 
group, gamma analyses were performed between the 4 datasets described in Table 1, and are indicated as: (A) JetteM-opt and MCMCM*, (B) JetteT-opt and MCMCT*, 
(C) JetteM-opt and JetteT-opt*, and (D) MCMCM and MCMCT*. The asterisks here denote the data used as reference for the calculations. The acceptance criteria were 
2%/2 mm for all presented data. The red bands correspond to depths with gamma index greater than 1, i.e., points that failed in the test. The percentages denote the 
number of approved points represented by the blue bands. An SOBP corresponding to the MCMCT study was placed as an example in each graph (black dashed line) 
to facilitate the analysis of the corresponding depths. 
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they keep the same methodology. 
The acceptance criteria adopted in the gamma analyses were 2% 

difference of energy deposition at the middle point of the SOBPs (i.e. at 
(1 − 0.5χ).R0, consistent with the graphs in Fig. 7) and 2 mm distance to 
agreement for all presented cases (2%/2 mm). In Fig. 11, the red bands 
correspond to depths where the gamma index was greater than 1, i.e., 
points which did not meet de gamma criteria and failed in the test, and 
the blue bands correspond to the points meeting the criteria and passing 
the test. The percentages values presented in the left sides of each in-
dividual graph correspond to the percentage fraction of the dose profile 
points that met the 2%/2 mm gamma index criterium. A SOBP corre-
sponding to the MCMCT study was placed as an example in each graph 
(in black dashed line) only to facilitate the analysis of the corresponding 
depths. 

In general, the regions with the more failing points in the gamma 
analysis occur when comparing distinct SOBPs weighting methods (Jette 
and MCMC) for the same MC code (A and B from Fig. 11). This sub-
stantial difference in dose deposition, especially for SOBPs with smaller 
widths (χ = 15% and χ = 20%), highlights that the weights values 
assigned to the Bragg curves are quite different for these instances, 
except for the energy of E0 = 50 MeV where we can observe an excellent 
agreement. Others acceptances criteria have also been tested in the 
gamma analyses: 2%/3 mm, 3%/2 mm and 3%/3 mm (results not 
shown). From this, when comparing the 2%/2 mm and 3%/2 mm 
criteria for example, the points passing the test increase considerably, 
but not when the 2%/3 mm criteria was applied, confirming the fact that 
differences in dose deposition are the main cause for the change in 
acceptance level. 

Also, based on these analyses, Jette’s SOBPs weights could be able to 
estimate with some accuracy the entrance dose for SOBPs with widths 
larger than 20%, since this portion obtained gamma indices below 1.0 
for all groups. In further comparison of the different methods, the re-
gions of dose dip resulting from the JetteM-opt and JetteT-opt data (see 
Fig. 7) can explain the differences at the distal and proximal SOBP edges, 
which are also perceptible for some point in broader widths. 

Gamma analysis for the equal SOBP design method (C and D) 
revealed excellent agreement between the MC codes. The points that 
failed are at the SOBPs distal edge and belong mainly to the graphs of the 
highest maximum incident energies (E0) in all widths. Those failures can 
be attributed to a combination of factors. Among these factors are the 
small differences between the ranges of the MCNP and TOPAS curves 
and the variation of the weight values assigned to the curve with the 
highest energy (E0) and the curve with the immediately lower energy 
(E1), which directly impact the distal SOBP edge. Also, it is important to 
note that the weights applied to the Bragg curves were also different 
within the same method. This occurred because the weights were 
calculated, by the algorithms represented in Fig. 3 and in Fig. 5, using 
the results of the TOPAS and MCNP outputs which showed slight dif-
ferences when compared. Thus, the MCMC method selected the SOBP 
weights directly based on the outputs results and the Jette method also 
had its weights calculated according to the selection of a p-optimal. 

Even with the relative differences of the maximum-to-plateau ratio 
with both codes reaching 10% for lower energies (result concerning 30 
MeV - presented in the discussion of section 3.1), it can be noted that the 
gamma analyses did not reflect these differences for the SOBPs with a 
maximum dose of 50 MeV. This is probably because of the compensation 
for the weights of the Bragg curves to overcome these disparities. 
Moreover, gamma analysis considers both dose and distance in its cal-
culations, which may be a combination of factors that also do not 
highlight this difference between the codes and between the methods for 
lower energies. 

Preceding the gamma analyses performed, a gap was visually 
perceived between the distal edges of the examined SOBPs when 
comparing both codes. This gap was larger for deeper SOPBs and 
decreased as it became shallower. Even with the decrease of the gap, for 
the maximum incident energy of 50 MeV, a high value in the gamma 

indices for the points that failed the analysis could be noted in most 
comparisons. In this energy range, the discrepancies may be associated 
with the sharp-distal falloff, which causes the dose to decrease within a 
very short distance, leading to large dose differences even for a small gap 
between the SOBPs analyzed. 

4. Conclusion 

The pristine Bragg curves obtained from simulations with the MCNP 
and TOPAS codes made it possible to investigate two different methods 
for SOBP design - Jette’s and MCMC. Initially, values of incident energy 
of proton beams varying in range were compared for both MC codes and 
with the literature, exhibiting excellent agreement, with maximum 
relative differences of only about 2%, and 3.1% respectively. 

Thirty variations of SOBPs were created to analyze the different 
methods, they differed in maximum depths and width. Whilst easily 
implemented by means of analytical equations, the Jette’s method 
strongly relies on the predefined parameter (p-value). The second 
comparative method, MCMC, offers a more direct approach, requiring 
only the Bragg curves for each energy used and a filtering of possible 
negative weights values. The latter method presented smoother SOBPs 
in immediate results, causing the HOM values to be very close to 1.0 for 
the simulations with both codes, and was executed with less computa-
tional time because it did not need the parameters variation related to 
the weight calculation. 

The analyses with Jette’s method, instead, permitted the evaluation 
of various HOM values obtained by varying the p -parameter for each of 
the SOBPs. The obtained p -optimal values, that produced better HOM 
values, were compared with literature data and showed good agreement 
with the values described by Velten. Although Jette’s method did not 
produce equally high HOM values as the MCMC method, it can be easily 
used to estimate immediate entrance dose values (for SOBPs broader 
than 20% of R0), as well as an initial guess for other iterative methods for 
computing the SOBP weights. 

In addition to the HOM values, which analyzes the flatness of SOBPs 
within 80% of their extent, gamma analyses were performed in order to 
cross-check results along the entire dose deposition extent, analyzing 
SOBPs from different weighting methods and MC codes. The HOM 
parameter proved important because it allowed an evaluation of the 
flatness of the SOBPs independent of other comparisons. Gamma anal-
ysis, on the other hand, allowed to reveal differences in portions of the 
entrance doses when using different SOBPs weighting methods and 
differences between the distal and proximal edges in several cases. 

Even without the selection of complex physics simulation parameters 
(i.e., using most of them as defaults), it was possible to obtain a good 
concordance for simulation results with TOPAS and MCNP codes. This 
was reflected in both range-energy relationships and using the two tools 
(HOM and gamma analysis) to compare the results for the SOBPs ob-
tained with the same weighting method. 

The algorithms presented in this paper, which contain step-by-step 
development of the weighting methods used, are simple enough and 
allowed SOBP construction in hundredths of seconds when run on a 
domestic computer. From the methods and analysis, it is also possible to 
use any pristine Bragg curve dataset for new SOBP designs and trials. 
Furthermore, the p-optimized results obtained allows a feasible start for 
iterative calculations of SOBPs weights, as well as obtaining an estimate 
of the entrance dose for the cases studied. 
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